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From data (dimension) perspective
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Can machine learning help?
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๏ Changes of dimensionality of data is condensing / inflating information

Dimension reduction: 
• Trigger decision 
• Reconstruction 
• Sig-Bkg separation 
• ...

Dimension increase: 
• Evt generation 
• Detector simulation 
• ...
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Did machine learning help?
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๏ Machine learning (ML) is a modern term; in HEP we used to know something 
called "Multivariate analysis"

๏ We know for a long time more variables together could provide stronger 
distinction power, thus the term multivariate analysis

source

https://books.google.com/ngrams/graph?content=machine+learning,Multivariate+analysis&year_start=1960&year_end=2006&corpus=en&smoothing=3&case_insensitive=false


Examples of early ML applications
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Connected network of adapted 
processors system (CNAPS) used 
for H1 trigger system, 2003: source

Primary vertexing based on the 
fired wires at E735, Fermilab, 

1991: source

Selection of b hadrons at 
ALEPH, 1999: source

๏ ML has been used in HEP for a long time

https://lss.fnal.gov/archive/1991/conf/Conf-91-241.pdf
https://link.springer.com/article/10.1007/s100529801031


Examples of early ML applications
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Connected network of adapted 
processors system (CNAPS) used 
for H1 trigger system, 2003: source

Primary vertexing based on the 
fired wires at E735, Fermilab, 

1991: source

Selection of b hadrons at 
ALEPH, 1999: source

source

๏ ML has been used in HEP for a long time

https://lss.fnal.gov/archive/1991/conf/Conf-91-241.pdf
https://link.springer.com/article/10.1007/s100529801031
https://lss.fnal.gov/archive/1992/conf/Conf-92-121-E.pdf


Rapid development of ML technology
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source

Images made by different MidJourney versions

source

๏ Now that ML technology is used in daily 
life and everywhere thanks to the large 
dataset and powerful machine to train

source

https://iml-wg.github.io/HEPML-LivingReview/
https://www.midjourney.com/explore?tab=top
https://intechhouse.com/blog/the-future-of-ai-how-artificial-intelligence-will-change-the-world/
https://aituts.com/midjourney-versions/


Data volume
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๏ HEP is known as data science
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~ 1 PB raw data 
~ 1 PB DST data

http://english.ihep.cas.cn/bes/ui/ds/202109/t20210923_284001.html
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STCF expected luminosity

http://english.ihep.cas.cn/bes/ui/ds/202109/t20210923_284001.html
http://english.ihep.cas.cn/bes/ui/ds/202109/t20210923_284001.html
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From Raw HEP Data to ML-Ready Formats
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Fixed length vectors and DNN applications
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๏ Decide variable list for training in advance and train a deep neural network 
(DNN)

CMS tau ID deep network

JINST 17 (2022) P07023Phys. Lett. B 780 (2018) 557

A typical signal extraction using NN

https://iopscience.iop.org/article/10.1088/1748-0221/17/07/P07023
https://www.sciencedirect.com/science/article/pii/S0370269318302120


Sequences
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๏ Sometimes fixed length vector is 
not applicable
‣ e.g. Jets contain a variable number of 

particles
‣ Recurrent Neural Networks shows 

great performance for Natural 
Language Processing tasks

‣ Information across the entire sequence 
can be accumulated and used

Recursive Neural Networks in Quark/Gluon Tagging 

A gluon jet A quark jet

https://arxiv.org/abs/1711.02633


Recurrent Neural Networks (RNN)
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Long Short-Term Memory (LSTM) network

Read more

Success in applying RNNs to a 
variety of problems:
• Speech recognition
• Language modeling
• Translation
• Image captioning

https://medium.com/@sachinsoni600517/unlocking-the-power-of-long-short-term-memory-lstm-networks-7a02da292d7a


RNN applications
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With RNN

Eur. Phys. J. C 83 (2023) 681

Tau identification b-tagging

ATL-PHYS-PUB-2019-033

With RNN

bett
er

be
tte

r

https://link.springer.com/article/10.1140/epjc/s10052-023-11699-1
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-033/


Images
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Electron classes
Hongtian Yu et al, Vision Calorimeter, arXiv:2408.10599

https://link.springer.com/article/10.1007/JHEP01(2017)110
https://cds.cern.ch/record/2850666
https://arxiv.org/abs/2408.10599


Convolutional neural networks (CNN) 
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PDG Machine Learning
Goodfellow et al. Deep learning. MIT press, 2016.

Convolution 
operation:

Success in applying CNNs to a 
variety of problems:
• Computer vision
• Face Recognition
• Medical Imaging

https://pdg.lbl.gov/2022/web/viewer.html?file=../reviews/rpp2022-rev-machine-learning.pdf


CNN applications
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ATL-PHYS-PUB-2019-028

Flat in pileup 
and primary 

vertices
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ETmiss 
reconstruction

JHEP 01 (2017) 110

Quark-gluon jet discrimination 

bett
er

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-028/
https://link.springer.com/article/10.1007/JHEP01(2017)110


Hybrid: DNN + RNN + CNN application
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CERN-CMS-DP-2017-027

CMS DeepJet algorithm used CNN, RNN and 
fully connected DNN at the same time

= Fully 
Connected

better

https://cds.cern.ch/record/2275226


Sets
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Φ: Embed input to 
high-dim space to 
preserve properties

๏ Sequences and images imply a certain ordering
‣ Lack of permutation invariance  

๏ Deepset [Manzil et al]
‣

‣ e.g.  = max, mean, etc

f(x1, x2) ≠ f(x2, x1)

f

bett
er

https://arxiv.org/abs/1703.06114


Graphs
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Hits in trackerA tt ̄event

Jet is a graph of particles

Graph neural networks in particle physics
Graph neural networks at the Large Hadron Collider

Graph Neural Networks for Particle Tracking and Reconstruction
Graph Neural Networks in Particle Physics: Implementations, Innovations, and Challenges

https://arxiv.org/abs/2007.13681
https://doi.org/10.1038/s42254-023-00569-0
https://arxiv.org/abs/2012.01249
https://arxiv.org/abs/2203.12852


Graphs neural networks
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A Comprehensive Survey on Graph Neural Networks
Spatial-Temporal Graph Convolutional Networks for Sign Language Recognition

Spatial-temporal graph neural 
networks (STGNNs)

Convolutional graph neural 
networks (ConvGNNs) 

Graph autoencoders (GAEs)

https://arxiv.org/pdf/1901.00596.pdf
https://arxiv.org/abs/1901.11164


GNN applications
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arXiv:1706.03762 CMS-DP-2020-002

Jet origin identification 
at CEPC simulation

PhysRevLett.132.221802 

CNN based large R jet tagger
GNN based large R jet tagger

better

bett
er

CMS b-taggingATLAS b-tagging

https://arxiv.org/abs/1706.03762
https://cds.cern.ch/record/2707946/files/DP2020_002.pdf


Two paradigms
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Supervised 
learningDimensionHigh Low

Un-supervised 
learning



Un-supervised learning
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Simulation

A generator is a function that maps random 
numbers to structure. 

High dimensionLow dimension

Eur. Phys. J. C 85 (2025) 234

Generative Adversarial Net (GAN) has 
been used in the ATLAS Fast simulation

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SOFT-2022-02/


Un-supervised learning
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Anomaly detection for model-agnostic new physics searches

Invariant mass

Ev
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Reconstructed 
collision data

"Bad 
reconstruction"

Outlier detection
Collision 
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Fast calo shower simulation using GAN
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๏ Combination of classical histogram-based 
parametrisation and GAN based ML model

COMPUT SOFTW BIG SCI 6, 7 (2022)

Eur. Phys. J. C 85 (2025) 234

๏ From prototype to production

๏ Expanded coverage from Run 2 to Run 3

https://link.springer.com/content/pdf/10.1007/s41781-021-00079-7.pdf
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SOFT-2022-02/


Challenges in fast simulation
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๏ Complex geometry and non-uniform material 
distribution

๏ Many small effects to consider: energy 
correction, ϕ modulation correction, etc

ATLAS Accordion technique

๏ Also exploring other types of model besides GAN



GNN for tracking

34

?



GNN for tracking
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Overview of the GNN4ITk pipeline

• Represent a pp-collision event as a graph. Treat each hit as a node, and each edge connecting 2
nodes as a hypothesis that they are 2 consecutive hits on a particle track.

• Classify edges using a Graph Neural Network (GNN), then segment the graph to build track
candidates.

• Git repo, documentation (WIP).

1 2 . 1 2 . 2 3 4T .  M .  P H A M ,  U N I V .  O F  W I S C O N S I N - M A D I S O N

More details can be found at source

https://indico.fnal.gov/event/61746/contributions/280532/attachments/173685/235249/GNN4ITk-USLUA.pdf
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ML ❤ HEP
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๏ HEP is a data science
‣ Large data volume, high dimensions
‣ ML has been a longstanding companion in HEP in various stages of the data analysis pipeline

๏ ML technique advanced in recent years 
‣ Architectures become complex and mature, thanks to large training data and powerful 

computing ability
‣ More new architectures on the way

๏ Challenges and opportunities
• Data representation and architecture design should take into account underlying physics
• Find ways to increase the size of training sample
• Using low level features becomes crucial - advantage in precision electron-positron colliders
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Graph construction
Data driven approach: Module Map

• Build a map of detector modules, where a triplet of
hits ABC means at least 1 true track has passed
sequentially through A, B, and C.

• Register a triplet ABC if all 3 modules get hit in the
event.

Machine learning approach: Metric Learning

• Train a DNN to project hits to an embedding space,
such that Hits from the same particles are near each
other by L2-distance. Constructs graphs using kNN.

• Clean up easy fake edges by a DNN or a shallow GNN
to reduce graph size and fit on GPU.

1 2 . 1 2 . 2 3 5T .  M .  P H A M ,  U N I V .  O F  W I S C O N S I N - M A D I S O N

GNN edge classification 
1. Encode nodes features (position, charge count, local 

measurements, etc.) to a latent node vector !!" = ## $!
2. Concatenate node vectors of two hits connected by an 

edge and encode to edge vector, %!$" = #%(!!", !$")

3. Aggregate edge vectors, acting as messages between 
nodes, )!

" = ∑$ %!$"

4. Update node features using aggregated message, !!& =
+#&(!!", )!

"). Update edge features using updated node 
features, %!$& = +%&(!!&, !$&, %!$" ).

5. Repeat steps 3 and 4 , = - times.

6. Compute an edge score representing the probability of 
being a true edge, .!$ = +'(%!$()

Graph Graph Neural
Network

!!" !#"

!$" !%"

"&!" "&#"

"&$" "&%"

Edge Scores

1 2 . 1 2 . 2 3 6

!!"#$ = #%"#$(!!" , Σ'!&" )

!$" !'"

!(" !)"
!*" node vector
'*&" edge vector
at iteration )

'!$" '!'"

'!(" '!)"

Battaglia, Peter, et al. 
Interaction network

T .  M .  P H A M ,  U N I V .  O F  W I S C O N S I N - M A D I S O N

Input graph (left) and classified graph (right). Fake = blue. True = orange
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1. Connected Components 2. Walkthrough, a.k.a “Wrangler”
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Track construction 

1 2 . 1 2 . 2 3 T .  M .  P H A M ,  U N I V .  O F  W I S C O N S I N - M A D I S O N

Physics performance of the GNN4ITk pipeline

• Perform a global !! fit on GNN track
candidates. Evaluate the performance and
compare to that of tracks found by the CKF.

• GNN tracks are selected using ATLAS
requirements, with some selection cuts
loosen.

1 2 . 1 2 . 2 3 8

Track Candidates

T .  M .  P H A M ,  U N I V .  O F  W I S C O N S I N - M A D I S O N

source

https://indico.fnal.gov/event/61746/contributions/280532/attachments/173685/235249/GNN4ITk-USLUA.pdf

