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Introduction to the HGTD
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By using high-precision timing information, the increase in pileup
interactions from the LHC to the HL-LHC can be significantly mitigated.

The sensor will be the Low Gain Avalanche Detector (LGAD).

The front-end electronic ASIC is named ALTIROC.

The module is composed of LGAD, ALTIROC and Module flex.

The Periphery Electronic Board (PEB) is located at the outer ring.

The PEB will be connected to the FELIX on the server through optical fiber.

There will be 8092 modules, which means 3641400 channels for entire
HGTD.



Off-detector electronics

HGTD Data flow
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- ] |[me] signal by the TDC within the ALTIROC,

* Upon receiving a trigger, the TOT and TOA will be

Jetoctor electromics T transferred to the IpGBT through flex-cable.
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* The IpGBT collects data from different modules and send
it to the VTRx+.

* The VTRx+ converts the data into optical signal.

* The FELIX collects the data from multi [pGBT and tagged
with e-link.

PEB

IpGBT
* The datais forwarded to the server memory via PCle bus.
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HGTD Demonstrator

* At this stage, the demonstrator involves two parts.

* The first is the DAQ demonstrator,
* |t utilizes the PEB1F and corresponding detector units (DU) as the first step.
* Italsoincludes the server with the FELIX card.
e The ATLAS Local Trigger Interface (ALTI) is used for trigger and clock distribution.
* The readout software is also a crucial component of the demonstration.

* The second is the heater demonstrator,
* The cooling plate is made of stainless steel, with an additional PGS layer to facilitate heat exchange.

* The CO, is delivered into the plate through an aluminum tube.

* The system is consists of 54 modules, 108 LGAD sensors and ASICs, 24300 channels.
* This setup helps us validate the full chain and identify any possible issues.

* Meanwhile, it provides a platform for the development of data acquisition and detector control system.
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From sensor, ASIC to module, detector unit
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A 15 X 15 LGAD sensor and an ALTIROC ASICs will be flip-chip bonded into a Hybrid.

Two hybrids are glued to the module flex, which provides electrical routing, further filtering for power source
and control voltage set. The wire bonding is used to establish the electronics connection.

The modules are then attached to the 3d-printed support units, forming the detector units.

The detector units are connected to the PEB via the flex-cable.
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SR

Periphery Electronic Boards

k

* The periphery electronic board (PEB) is designed to provide
connection between module and backend server, and HV/LV
source.

* It includes some several components

* Bpol —Converts 12V to 1.2V and supplies power to the module
for both VDDD and VDDA.

* VTRx+ — Performs electronic-optical convert.
* HV connector — Connects external HV module by module.
— Interfaces with the module via a flex-tail.

* |pGBT — Provides I%C for all chips and GPIO to control other chips.
It also merge data from multiple modules and handle
data/command transfer.

* MUX64 — A 64-to-1 analog multiplexer ASIC.
* NTC — A temperature-sensitive resistor.
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Readout Server

e Currently, three servers are used for DAQ demonstrator
testing,
e Eachisequipped with an FELIX-182 card.

* Two of them are newer one and are connected via high-
speed optical network(pink), and one of them also
connected to the Demonstrator through FELIX card.

e All servers are connected to the same router, sharing a
local network.

A VME craft is used for ALTI module, it will provide the

trigger and clock distribution.
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LV and HV power source

Jll (Stage 2) in cooling
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/ High voltage source

* Pigtail ¥ 2m to exit the box patch panel (no OR)
* Connect Pigtail to OR connector even if no OR

* 15 m power cable to connect to HV FB

* ~1m cable from FB to HV PS modules

‘,w/\,
b

Patch panel

2 m long pig tail (filter box)

(final design is 20 cm) 15 m cable

(as in the cavern)

S

1 m cable
(in the cavern is 100 m)

4

* The Low Voltage power supply is composed of three stages.
» Stage 1: NGPS will convert 400V (three phase AC) into 300V DC.

* Stage 2: BRIC modules will convert 300V DC into 12V DC.

e Stage 3: The bpol on the PEB will convert 12V into 1.2V and 2.5V.

* The High voltage system will be integrated into VME crates,
* Now only one module is used for demonstrator test.
* An additional patch panel is used for filtering.



High speed test and low temperature test
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* The Altiroc3 Modules has been tested for following conditions
» High-speed performance: Datat transferring rate up to 1280 Gb/s. The matched the expectation.
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* Low temperature operation: Tests were conducted with the temperature controlled to —30°C. ASIC

tuning showed improved results compared to room temperature, as expected.
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Next step for the hardware

_ Detector Units

e A more refined version of the ASIC, ALTIROC-A, will be used in the production of new DUs,

e The module flex has been updated to add additional filters for both HV and provide external control
voltages.

mmmmmm HV System

e Additional HV modules are under production and will match the final setup, offering more channels.

e [Vlechanics

e A new Faraday cage box with an identical Outer-Ring, Internal moderator, DUs and PEB alignment,
Holding brackets to the final design will be implemented.

e INterlock

e The crate has been partially installed, will be integrated with the demonstrator.
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Detector control system

» Current Uis are based on first version

* Crate and modules Module navigation
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* A GUI controller for the low-voltage system has been developed based on WinCC and OPC UA
(Stage 1 and Stage 2), with monitoring capabilities.

* For the stage three, now under the control and monitoring of DAQ software

* The high-voltage controller, also based on WinCC and OPC UA, is still under development.
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Data acquisition system

: : IIDCS”
MonitoringAnd
CEMmITE! B SerialCommunicator Configurator

Ul interface for
monitoring and control

Interface for configuration Keep and change the
between the SW and HW. configuration of HW

This suit of readout software is aiming to
develop a demonstrator that will be used to
implement a full readout chain.

" DAQ”

ProtoDataHandler DataStreamer

e Using felix-star to communicate with front-

end electronics. Receive and decode the Write data to file, log

data from FE and TTC, and configuration and
monitoring the data monitoring data

| ProtoEventBuilder

Collect all data fragment
and merged according to
the TTC information

Extract configuration
2025/4/17 from Online test 12

* Using TCP/IP to communicate between
different components,

* Planning to be used in test beam data taking.

Calibration




Next step for the DCS and TDAQ integration

HGTD-DCS HGTD-TDAQ

Frontend Inter-fill
Configuration Calibration

Monitoring

....................................... | Data
Monitoring

Timing

DataHandler
EF SFO
IpGBT/VTRX+
OPCUA
|

felix-star Legend:

TTC

On-Detector FEII'IX Controller
Electronics [HaTD sw |

* So far, the development of the DCS and DAQ has not been tightly integrated. Each is
focused on implementing its core functionality.

* The controller for voltage supply and signal monitoring are based on WinCC and OPC UA.

* Configuration and monitoring of the front-end electronics are handled by self-developed
software based on the ATLAS TDAQ application felix-star.

* An additional layer is under development to provide unified interface: DCS will be
operated via WinCC, while DAQ will focus on data handling.



Summary

The HGTD consists of sensors, front-end ASICs, module flex, support units, PEB, power
sources, the interlock system, the DCS and DAQ systems, cables, mechanical supports,
and the cooling and monitoring system. These components will be integrated into the
demonstrator step by step.

Signals from the sensors are digitized and collected by ALTIROC and |[pGBT, and are
ultimately saved on a server with a FELIX card via optical fiber.

The demonstrator has been setup to validate the readout chain.

A preliminary version of the DAQ and DCS software is under development, and the
demonstrator provides a solid platform for testing and integration.



Thanks for your attention!

acknowledgement : The speaker acknowledges the contributions by
many members of CERN/IFAE/IHEP/1)JClab/JSI/NJU/USTC ... groups
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Detector unit

The modules will be loaded onto a 3D-printed plastic frame, referred to as the support unit.
A new detector unit has been delivered during last HGTD week. This DU is used to replace the dummy DU.
After the loading and transportation, the reception test has been performed on the new DU

The test setup uses the FADA pro, and the same HV source and controlling script as the USTC is used.
The detector unit has been installed on the demonstrator.

The impact from loading and transportation is minimal.
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Test result

FMO026
FMO037
FMO038
FMO039
FMO040
FMO041
FMO042
FMO044
FMO045
1JCLab-08
1JCLab-09
lJCLab-10

0:14,224
none
none
none

1:1 (connected)
none
none
none
none
none

0:224 1:195, 210
1:210

none
none
none
none

1:157,158
none
none
1:180
none
1:196
none

0:70

0:work 1:not work
0:work 1:work
0:work 1:work
0:not work 1:work
0:work 1:not work
0:not work 1:work
0:not work 1:work
0:not work 1:work

0:work 1:work

0:not work 1:not work

0:work 1:work

0:not work 1:work

15.42%
-11.9%
2.55%
-23.08%
-2.88% (@50V)
-0.85%
-16.52%
-12.54%
9.91%
-3.38%
-25.81%
-3.38%

* Colors are used to differentiate results between two tests, green for same, red for different.
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* If test result is different, the result is what we get at CERN.
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IV property check

IV curve of FM045
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We check the IV from 0 to 180V with current limitation at 500 uA.

For most of the early breakdown modules, noisy channels can be found, except for FM042:°

IV curve of IJCLab-08
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Hgtd-peb, temporary solution

1. PEB
PEB configuration includes IpGBT configuration and VTRX+ configuration.

For IpGBT configuratin, it enables the bpol12vs to power on the front-end modules, sends primary clocks to the front-end modules, sets the data rate of the eLinks and also sets
the pre-empahsis for signal transmission

For VTRX+ configuration, it sets the pre-empahsis for signal transmission and enable the lumi channels for TO~T2.
Channels 0~2. Pattern: Mix046
python3 initialization.py -F ./config/1pGBT/mix846.yelc -d

8 -60
python3 initialization.py -F ./config/1pGBT/mixB46.yelc -d @ -6 1
python3 initialization.py -F ./config/1pGBT/mix@4é.yelc -d 8 -6 2

Channels 3~5. Pattern: Mix230

w

python3 initialization.py -F ./config/1pGBT/mix236.yelc -6
python3 initialization.py -F ./config/1pGBT/mix238.yelc -6
pythons initialization.py -F ./config/lpGBT/mix238.yelc -6 §

=

Channels 6~8. Pattern: Mix310

python3 initialization.py -F ./config/1pGBT/mix316.yelc -G 6
python3 initialization.py -F ./config/1pGBT/mix318.yelc -G 7
python3 initialization.py -F ./config/lpGBT/mix310.yelc -G 8

The configurations above are for the final detector according to the different data rates for different modules. If you only do the scanning test, for convenience, you can configure

the data rate of all [pGBT eLinks to 320 Mbps by running the following command:

python3 initialization.py -F ./config/1pGBT/all_328M.yelc -d 0 -6 <0/1//2/3/4/5/6/7/8>

Note: All above commands may not succeed at once, so if it fails, you need to run it again.
After above configuration, the frant-end modules are powered on, now you can communicate with them through 12C bus.

You need too have a first time monitoring now, to find if there's anything wrong in temperature, GND, VDDA and VDDD:

python3 monitor_interested.py -G <0/1//2/3/4/5/6/7/8> > monitor_before_configure.txt

You need to pay attention to PEB-related monitor results -- if temperature makes sense, if GND almost equals 0, if VDDA and VDDD are not too low. At this stage, don't be so
nervous if any ERROR found in altiroc monitoring results, they may fix after configuration.

Next step is to check the 12C bus is ok or not, you ¢an try the following commands:

python3 i2c_check.py -d 0 -6 <0/1//2/3/4/5/6/7/8>

The script i2c_check.py tries to read out some register values of the front-end modules, if any abnermal found, you will find a message looks like
number, may need configuration!!! 1

112C wrong

2. Front-end module

Now need to configure modules for further tests:

python3 configure.py --pixelOn col7 --pixelInj col7 --dacCharge 24 -F ./config/altiroc/mix846.yelc -d 8 -6 @ <8/1//2/3/4/5/6/7/8>

2025/4/17

The hgtd-peb is used for debugging tests of the demonstrator.

This package utilizes a C++ library written by Alex, which will
interact with felix card.

The concept is similar to FADA, which can be used for configuration
and basic scanning.

The code is focusing on the read/write of register for IpGBT VTRx+

For the running of the code,
1. Initialize the FELIX card, and align the link with VTRx+

2. Initialize the IpGBT, which will adjust the configuration for IpGBT and
VTRx+, also enable the b-pole, which will provide power to modules.

3. At this moment, the module should work properly, we can check the
related monitoring bias with the MUX64 and the ADC in IpGBT.

4. We can start the scanning to check the status of the demonstrator.
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https://gitlab.cern.ch/atlas-hgtd/hgtd-peb/-/tree/script_altiroc3/script3?ref_type=heads

hgtd-felix-sw

* Next attempt to get closer to the final situation.

* This DAQ software uses TCP/IP to pass messages between different

processes, which makes following function possible.

1.
2.
3.
4,

The distribution of process to different server.

Dividing different functions into separate processes.

Scaling up the capability for data processing.

Develop the different package independently and parallelly.

* Beyond this we also develop other function.

1.

2.
3.
4

Web Ul for the operation and the status displaying.
Collecting data from different |pGBT and according to the BCID
Online monitoring of all the monitoring bias from IpGBT.

Online scanning result analysis, and configuration result extraction
(ongoing).

2025/4/17
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ATLAS Trigger and Data AcQuisition (TDAQ)
g ———
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contra 5 applications (EB) (768 XPU nodes, | | standard and 195 '[c--------- ' 1
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' 1
n 2
DataFlow Manager g 8 Control : ! 1 LoCalo Lotﬂuon
1 application g g {32 nodes) . : : Barrel NSW Trigger
(DFIM), 1 node = = v | . Sector Logic| | Processor
o a r
L2 Result Handlers I ) :
. Control Network Monitorin L I \ Endcap MDT Trigger
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(L2RHs). 1 node (connections to all nodes) (32 nodes) : : : Sector Logic Processor
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2 L 1
L2 SuperVisors E ® ' r
5 applications 5| | File servers Phase Il e [ mucter ..,
(L2SVs), 5 nodes Events pulled :]‘ £ g (80 nodes) 1| 1 H -
o2 H —
l2=75kHz, f E| | d o L : Global Tri :
= 3 Ky B | INorade 2 A T > gger
g EB ~5 kHz z| |8 u pg ragde e > i
8 B : 1 1 Event P
E|. Surfacebuilding ¢ et 0 O SR ' ! Processor
5 USAT5 L \— )
a2 ReadOut System ReadO Datector L N 1
2 (ROS: 151 nodes, 151 | 1222 ReadOut [f? ut Datta g%m fﬁn-ts spacific front- v : v' v
& Readout applications) | LINks (ROLs) (HHC‘)’S;? accepted by L1 tMgger Hang slectronics 1 L v
< FELIX (- - =
Events pushed at < 75 kHz cTP R
_—
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S Friszser [ Data Handlers ] < L0 trigger data (40 MHz)

I Muon trigger < - L0 accept signal
l <— Readout data (1 MHz)
Dataflow «--- rHTT data (10% data at 1 MHz)

* ATLAS has dedicated TDAQ structure. Our target is to merge B e oy
the code we developed. uitder || Handier ||aggregator

Q: Output data (10 kHz)

A

¥,
~

* Besides the application shows in the diagram, we need to ST T
. . Storage
ensure the communication between process, error report, and [PI:_:l T ] -

Farm

a configuration process and monitoring. g
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DCS

_QuickTest :LV_test/LV_stage1.pnl (dist_25 - ATLHGTLVO1; #1)

Module Panel Scale Help

B BT WESE & s+t & & £ 11 |Englsh USlen Usutfel -

NGPS Control
Model : NGPS FirmwRelease : |49 49 Rack Slot : |y Regulation mode |y . Onjoff
Chanel Name : cygp Serial Number : o Position : Update mode :  |Normal . unmasked/masked
rsetting : Read out values
output voltage: 3 voltage ramp:
Vset on B 0:1300 v 50 vis
SetvRamp | OFF outputcurrent: 017371 A vlmgeset [y v
femperture: |37 90001525879 | ¢ [ce 0
unmasked || masked | | Clear alam
Status.
. Config emor . Interlockl
Fault condition: a5 . 0K
. Ramping . Interlock2
Wamnig
‘ Over Voltage . Interlock3 O
Faults Information : ||| ok Eon
. Qver Temperature . Interlocl4 .
. Falts Alert Summary
Close

» Current Uis are based on first version
* Crate and modules
« Crate and channels setup
* On/Off

Module navigation

Configure all
channels in module

hannel
Reading &Operation

Crate Protections

[Protections (ATLHGTHV - ATLHGTHYV; #2) (on pcat... ¥

Fan tach readings

* For the Low voltage controller, an GUI controller based on the WinCC and OPC UA has been
developed for stage 1 and stage 2. This software also provides monitoring.

* The development for HV control is also based on the WinCC and OPC UA and still on-going.

2025/4/17
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Access Manager

Configuration Service

Resource Manager

Process Manager

Message Transport
System

Run Number Service

Enabled Resources
Information Service

Test Manager

Diagnostics and
Verification

Run Control

Central Hints and
Information
Processor

Log Service

IS Archiver, PBeast

This service allows to introduce authorisation for actions based on users/roles. The same role based access management model is used
in ATLAS at system administration level and in the Detector Control System

This service allows to prepare a configuration for a data taking session, access the configuration from applications, archive configurations

that have been used to take data (i.e. associated to a run number). The configuration service is central to the TDAQ, as it defines the

content and behaviour of any data taking session. Due to its critical nature, at the experiment site operations are controlled via the Access

Manager.

This service allows to lock TDAQ resources for exclusive or limit-shared usage as described in the TDAQ configuration database. As an
example it can be used to allow a limited number of application instances to run globally, or per partition, or per host.

This service allows to start, stop and monitor TDAQ processes. It uses the Resource Manager and the Access Manager to evaluate
whether an operation can be carried out based on the resources utilisation and the requesters privileges.

This service allows ERS messages to be exchanged across applications using a publish/subscribe scheme.

This service allows to retrieve a unique run number that can be used for a data taking session. Tun numbers are meant to be unique
throughout the lifetime of the ATLAS experiment.

This service allows to execute tests on different components as described in the TDAQ configuration database.

This service uses the Test Manager to execute sequences of tests on different components in order to verify the functioning of the TDAQ
or diagnose problems.

This service allows to coherently control a data taking session as configured in the TDAQ configuration database. The Run Gontrol uses
most other services to carry out its task.

This application processes the information from the TDAQ Configuration, the Run Control, the Information Service and the Error Reporting

System to detect and handle errors, as well as perform automated actions on the TDAQ, such as changing the experiment's clock,
perform the warm start, etc.. The documentation of this package also contains the description of automated procedures in ATLAS.

This service allows to archive ERS messages and visualize them via a Java application or web based dashboard.

This service allows to archive permanently IS information for post-mortem analysis of data taking sessions.

ATLAS TDAQ infrastructure

Integrated Graphical
User Interface, IGUI

Shifter Assistant

ELisA logbook

P-Beast Dashboard

DBE

This Java based tool allows the operator to control and monitor data taking sessions. It can be customised to include additional views and
control panels.

This application processes information from different sources, including TDAQ, analyses the status and behaviour of the ATLAS
experiment, and, when appropriate, issues alerts to the operators and experts via Web, e-mail, SMS, ... This tool is customisable by system
experts to include additional processing directives and alerts. The documentation of this package contains the list of defined directives.

This web application provides the electronic logbook for the ATLAS experiment. Messages can be inserted and visualised interactively over
the web, or programmatically.

This web application shows IS objects provided by P-Beast server over dashboards. Dashboards can be customised according user's
needs to add or remove panels, queries and other features.

This tool allows the user to edit configuration databases.

* All the service is based on tcp protocol, and uses a CORBA layer through the inter-process
communication (IPC) and error reporting system (ERS) software.

* So many process is needed for setting up the TDAQ system, we need another software to record
where and how to setup all the software. We need OKS database.

2025/4/17

24



from optparse import OptionParser
import config

from config.dal import module
import sys

e Edt View

Object Kernel Support Database

DAL(s)
I

name_

parser =
parser. add.
='old', type='string',

ame
- parser
config
parser. add_optio
parser. add_optio
- . i . . M~ parser. set_defaults(old = raining', partition = None, dbfile = None, dry =
rdbconfig oksconfig roksconfig Coptions, args> - parser. paroe arg:0
not options. partition o ptions.dbfile
_*. parser. print_help()
i sys. exit(@)
1
1 ‘oksconfig: *+options. dbfile)

e from derived class = options.old)
ions.partition)

RDB

SCrver

al(p
y_dal(old)

* Object Kernel Support (OKS) basically is a database with very few functions, the data is stored in
an XML files or a remote Oracle database.

* The data includes:
* The definition of the class, which named the scheme.
* The instances of these classes, which will ultimately be used as the configuration.

* The OKS file can be checked and edit using both GUI and process API.
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° °
St Partitionf id="part_training">
tr name="IPCRef" type="s val="$(TDAQ_IPC_INIT_REF)" />
tLr name="DBPath" type="s val="$(TDAQ_DB_PATH)" />

tr name="DBName" type="s val="$(TDAQ_DB_DATA)"
tr name="DBVersion" type="string" Vil_”S[TDAO DB_VERSION)" />~
> name="DBTechnology" type="enum" val="rdbconfig" />
name="LogRoot" type="string" val="/tmp"/>
name="WorkingDirectory" type="string" val="/tmp/${TDAQ_PARTITION}"/>
name="Segments">
f class="Segment" id="TDAQ"/>
£ Llass—”geqmenr“ id="MyDetector" />

tree data/Training/
data/Training/
hw
L— hw.data.xml
partitions
L— part_training.data.xml
schema

name-”De+aul ags">
class="Tag" i 86_6lU-centos7-gccll-of
F class="Tag" id="x86_6lU-centos7-gccll-dbg

F class="Tag" 1d:”x”6:6u centos9-gccll-of
F class="Tag" id="x86_6lU-centos9—-gccll-dbg

L— training.schema.xml
segments
L— ddc_test.data.xml

el name="ProcessEnvironment">
<ref class="VariableSet" id="CommonEnvironment" />

rel name="Parameters"=
<ref class="VariableSet" id="CommonParameters

SW
t:: packages.data.xml
resources.data.xml

b

name:”DataFlcharameters” class="DFParameters" id="Default-DFParameters-1"/>
name:”IS_InFormationSource” class:“IS_InForm'rionSources” id="part_training-counters
name="MasterTrigger i LTSVMaster" /

name="TriggerC g ggerC guration” id="PuDummyTrig ICmFm—Nﬁ
nimE:”RE%GUILEHInfGC +1qu11f10n” LliSS:”REHGUILEHInfGCGn+1q" id="Training" />

s

* All the component needed in the system must be deflned in the database:
* HW, including computer, network and so on.
* SW, the software, the environment variable, the resources needed by process.

* A segment essentially includes all the configuration needed by an application, that is composed of
resources, applications and nested segments.

* The partition serves as the root of other objects and is the starting point for initiating a TDAQ
system.
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* The application can be coordinated by the ATLAS TDAQ software needs to follow the finite state
machine (FSM) and the state transfer function.

* We have finished some attempt to utilize this suite to coordinate a demo process.

* We still focus on the previous version, for this version, we are now learning to use the infrastructure.
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» Current Uis are based on first version
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* For the Low v‘oi"fage-"é;édﬁfi’oller, an GUI controller based on the WinCC and OPC UA has been developed
for stage 1 and stage 2. This software also provides monitoring.

* The development for HV control is also based on the WinCC and OPC UA and has not yet been integrated
into the demonstrator.

2025/4/17 An Inter-lock system is under the development, which will cut off power when over heating is detected
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