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◈ Higgs potential approximation:

4 The Higgs boson self-coupling
The Higgs field is responsible for the spontaneous breaking of the electroweak symmetry, and for the generation of all the SM
particle masses, because its potential features a global minimum away from the origin. Within the SM, this potential is fully
characterised by two parameters, the Higgs mass mh, and v, which can be experimentally inferred from the measurements of
the Fermi constant (v = 1/

pp
2GF ⇡ 246 GeV).

V (h) =
1
2

m2
Hh2 +l3vh3 +

1
4

l4h4, with l SM
3 = l SM

4 =
m2

H
2v2 . (24)

However, the Higgs potential could show sizeable departures from the SM form, described in eq. (24). The understanding of
EW symmetry breaking will remain hypothetical until experimental measurements reconstruct the shape of the Higgs potential.
The measurement of the Higgs potential is therefore a high priority goal on the physics programme of all future colliders.

Unfortunately, the Higgs self-interactions, apart from the simple kinematical 2-point interaction that corresponds to the
Higgs boson mass, are not physical observables. Therefore, a theoretical framework is needed to infer their values from
experimental measurements. One needs a general parametrisation of the departures from the SM that allows the various Higgs
couplings to vary continuously. Within this framework, one makes accurate predictions of various observables as a function of
the modified Higgs couplings and a global fit then leads to a determination of all these couplings. Effective Field Theory offers
us such a theoretically sound framework in which higher order calculations can be performed to provide solid and improvable
predictions able to cope with systematic and statistic experimental uncertainties. As in Section 3.3, we will focus our attention
on EFT where the EW symmetry is linearly realised, i.e. under the assumption that no new heavy degree of freedom acquires
its mass from the Higgs expectation value. In that case, there are only two dimension-6 operators that induce a deviation of the
Higgs self-couplings
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In particular, the operator proportional to cf requires a non-linear field definition to keep the Higgs boson kinetic term
canonically normalised. The modifications of the cubic and quartic self-interactions are related in this model. Independent
modifications are only obtained when operators of dimension 8 are considered.

The most direct way to assess the Higgs cubic self-interaction is through the measurement of double Higgs production
either at hadron colliders, where the production is dominated by gluon fusion, gg ! HH, or at lepton colliders via double
Higgs-strahlung, e+e� ! ZHH, particularly relevant at low energies, or via vector boson fusion (VBF), e+e� ! HHnen̄e, more
important at centre-of-mass energies of 1 TeV and above. At leading order, double Higgs production receives a contribution
proportional to the cubic coupling, for both pp and e+e� collisions, as shown in Fig. 9. Figure 10 shows the dependence of
the inclusive double Higgs production cross section when the value of the Higgs cubic coupling is varied, assuming no other
deviation from the SM. Gluon fusion production at a hadron collider has been computed within the SM at NNLO accuracy
in the infinite top mass limit [58–61] and at NLO with the full top mass dependence [62–64], leading to a prediction whose
theoretical and parametric uncertainties are of the order of a few percent.

For the LHC at 14 TeV, the cross section is predicted to be 36.69+2.1%
�4.9% fb, about three orders of magnitude smaller than

the single Higgs production, which makes the double Higgs channel a challenging process to observe. The most up-to-date
analysis relies on the combination of the bb̄gg and bb̄tt decay channels to reach almost 5 standard deviation evidence for
double Higgs production at HL-LHC (see Table 55 and Fig. 65 of Ref [13]), which can be translated into a 68% CL bound of
order 50% on the deviation of the Higgs cubic coupling relative to the SM prediction. Note that the mapping of the inclusive
gg ! HH cross section onto a value of the Higgs cubic self-coupling is not unique: for instance, at 14 TeV LHC, a value
of the cross section equal to the SM prediction corresponds either to k3 = 1 or to k3 ⇡ 6.2. This ambiguity can however be
resolved by analysing the shape of the invariant mass distribution of the reconstructed two Higgs boson system: the larger the
value of k3, the closer to threshold the mHH distribution is peaked. This kinematic information is a crucial element of Boosted
Decision Trees (BDT) based analysis performed at HL-LHC. However the BDT and the final selection cuts are often devised to
optimise the significance of the SM cross section for double Higgs production and therefore it is not necessarily optimised for
the determination of the Higgs self-coupling directly, leaving room for possible improvement towards an even higher sensitivity.
At lepton colliders, double Higgs-strahlung, e+e� ! ZHH, gives stronger constraints on positive deviations (k3 > 1), while
VBF is better in constraining negative deviations, (k3 < 1). While at HL-LHC, values of k3 > 1, as expected in models of
strong first order phase transition, result in a smaller double-Higgs production cross section due to the destructive interference,
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Introduction

 Higgs potential:

 Approximation around the v.e.v:

 λ known from v.e.v and Higgs mass:

 BSM effects could change λ  define deviation of tri-linear term:�

– no quartic terms considered here

V (Φ)≈λ v2h2+λ v h3+
1

4
λ h4

mass term self-coupling terms

V (Φ)=
1

2
μ2Φ2+

1

4
λΦ4

λ=
m
H

2

2⋅v2
≈0.13

κλ=κ3=
λ
HHH

λ
HHH

SM

more details on the 
motivations in the 
talk by G. Servant

◈Understanding Non-trivial Structure to the Higgs potential 
◈Understanding the stability of the universe



Di-Higgs production @ LHC
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Directly sensitive to Higgs self-coupling at LO
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Figure 1: Examples of leading-order Feynman diagrams for Higgs boson pair production: for ggF production the
diagram (a) is proportional to the square of the top-quark Yukawa coupling, while the diagram (b) is proportional to
the product of the top-quark Yukawa coupling and the Higgs boson self-coupling. For VBF production, diagram
(c) is proportional to the product of the couplings of the Higgs boson to the vector bosons and the self-coupling,
diagram (d) to the square of the coupling with the vector bosons, and diagram (e) to the interaction between two
vectors bosons and two Higgs bosons.

The second most abundant SM double-Higgs process is the VBF �� production with a predicted SM
cross-section of 1.72 ± 0.04 fb [46–48]. This process depends at LO in perturbation theory on several
diagrams that involve the interaction of the Higgs boson with the , and / vector bosons as shown in
Figure 1. The three representative diagrams that enter in the total amplitude of the VBF �� process can
be parameterised with di�erent combinations of the ^_, ^+ and ^2+ coupling modifiers [49]. The first
diagram, shown in Figure 1(c), is proportional to ^+ ^_, the second, shown in Figure 1(d), to ^2

+ and the
last one, shown in Figure 1(e), related to the quartic interaction vertex ++��, to ^2+ . The VBF ��
production can therefore be parameterised in terms of six independent terms derived from the square of the
amplitude described above that scales as a polynomial of ^_, ^+ and ^2+ . The parameterisation of the
signal samples for the double-Higgs VBF process as a function of these coupling modifiers is performed
using a set of six independent samples generated for di�erent values of ^_, ^+ and ^2+ . The values of
^_, ^+ , and ^2+ for these six samples were chosen to obtain a good statistical precision in the parameters’
region of interest where this analysis is sensitive. The validity of this parameterisation has been checked
with additional VBF signal samples generated with di�erent values of these coupling modifiers.

The ggF �� process is sensitive to the relative sign of ^_ to the top-quark couplings due to interference
between di�erent amplitudes whose leading-order Feynman diagrams are depicted in Figure 1. Similarly,
the VBF �� process provides sensitivity to the relative sign between ^2+ and ^+ .

A complementary approach to study the Higgs boson self-coupling is to use single-Higgs processes,
as proposed in Refs. [20–25]. These processes do not depend on _��� at LO, but the Higgs boson
self-coupling contributes to the calculation of the complete NLO EW corrections. In particular, _���

contributes at NLO EW via Higgs boson self-energy loop corrections and via additional diagrams, examples
of which are shown in Figure 2. Therefore, an indirect constraint on ^_ can be extracted by comparing
precise measurements of single-Higgs production and decay yields to the SM predictions corrected for the

4

(a)

g

g H

H

H

t �

(b)

(c) (d)

H

H

q q

q q

V

V

2V

(e)

Figure 1: Examples of leading-order Feynman diagrams for Higgs boson pair production: for ggF production the
diagram (a) is proportional to the square of the top-quark Yukawa coupling, while the diagram (b) is proportional to
the product of the top-quark Yukawa coupling and the Higgs boson self-coupling. For VBF production, diagram
(c) is proportional to the product of the couplings of the Higgs boson to the vector bosons and the self-coupling,
diagram (d) to the square of the coupling with the vector bosons, and diagram (e) to the interaction between two
vectors bosons and two Higgs bosons.

The second most abundant SM double-Higgs process is the VBF �� production with a predicted SM
cross-section of 1.72 ± 0.04 fb [46–48]. This process depends at LO in perturbation theory on several
diagrams that involve the interaction of the Higgs boson with the , and / vector bosons as shown in
Figure 1. The three representative diagrams that enter in the total amplitude of the VBF �� process can
be parameterised with di�erent combinations of the ^_, ^+ and ^2+ coupling modifiers [49]. The first
diagram, shown in Figure 1(c), is proportional to ^+ ^_, the second, shown in Figure 1(d), to ^2

+ and the
last one, shown in Figure 1(e), related to the quartic interaction vertex ++��, to ^2+ . The VBF ��
production can therefore be parameterised in terms of six independent terms derived from the square of the
amplitude described above that scales as a polynomial of ^_, ^+ and ^2+ . The parameterisation of the
signal samples for the double-Higgs VBF process as a function of these coupling modifiers is performed
using a set of six independent samples generated for di�erent values of ^_, ^+ and ^2+ . The values of
^_, ^+ , and ^2+ for these six samples were chosen to obtain a good statistical precision in the parameters’
region of interest where this analysis is sensitive. The validity of this parameterisation has been checked
with additional VBF signal samples generated with di�erent values of these coupling modifiers.

The ggF �� process is sensitive to the relative sign of ^_ to the top-quark couplings due to interference
between di�erent amplitudes whose leading-order Feynman diagrams are depicted in Figure 1. Similarly,
the VBF �� process provides sensitivity to the relative sign between ^2+ and ^+ .

A complementary approach to study the Higgs boson self-coupling is to use single-Higgs processes,
as proposed in Refs. [20–25]. These processes do not depend on _��� at LO, but the Higgs boson
self-coupling contributes to the calculation of the complete NLO EW corrections. In particular, _���

contributes at NLO EW via Higgs boson self-energy loop corrections and via additional diagrams, examples
of which are shown in Figure 2. Therefore, an indirect constraint on ^_ can be extracted by comparing
precise measurements of single-Higgs production and decay yields to the SM predictions corrected for the

4

Dominant mode: σggF(HH)= 31.0+2.1-7.2fb@13TeV

Destructive interference between the two diagrams

Dependent on κλ and κt

Second abundent mode: σVBF(HH)= 1.72±0.04fb@13TeV


Dependent on κλ , κV and κ2V
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The Unbearable Lightness of mHH

√s = 13 TeV 
ggF (NNLO) 

SM: σggF(pp→HH) = 31.05 fb

Cross-section and shape of mHH distribution changes 
with the self-coupling strength κλ (= λ/λSM) 

JHEP 05 (2018) 059 and others 

Destructive interference between 
the ‘triangle’ and `box’ diagrams

VBF Signal Samples
• New VBF signal samples: MadGraph + Pythia8 
• Official samples ready

• Alternative signal samples: MadGraph + 
Herwig7 
• Not yet requested 

• Will only request SM and 0&0 = 0
• Alternative sample validation plots shown at Oct 

19 and Jan 18 VBF Taskforce Meetings

• No VHH events in new/alternative samples
• New N3LO x-sec available 
• Parameterized vs. 0% and 0&0

12-Mar-21 DiHiggs Meeting - R. Hyneman 6

HH Combination Update (A. Betti)

VBF Cross Section (NLO/N3LO)
2nd Degree Polynomial vs. !!

 and  parametrizationκλ κ2V

 and  parametrizationκλ κ2V

512 August 2022

✴Only a handful of signal HH MC samples for carefully selected values of the coupling modifiers affecting HH production  
are generated.


✴The linear combination method is used for parametrizing the ggF HH and VBF HH processes as a function of  and !κλ κ2V

, , , and !κλ κt κ2V κV

ggF HH parametrization VBF HH parametrization

•  depends from the coupling modifiers  and . 

• We can target the ggF HH production mode at any ( , ) point by 
combining three reference samples (basis), produced at different 
points (with ). 

σggF(HH) κλ κt

κλ κt
κλ

κt = 1
Basis:

1. SM ggF HH

2. ggF HH 

3. ggF HH .

κλ = 0
κλ = 20

• -dependent  
weights


• Parametrization at  
reconstruction level 

mtruth
HH

- Obtained by solving the linear comb. equations at truth level 
and calculating the ratio of the truth  distributions.


- The weights are applied at reconstruction level after the 
selection requirements.

mHH

Obtained by solving the linear comb. equations at 
reconstruction level (for any variable) after the 
selection requirements!

•  depends from the coupling modifiers , , and . 

• By performing a linear combination of six reference VBF HH 
samples (basis), produced for different values of ( , , ), we 
can extract the expected category yields and the distribution of any 
variable at any ( , , ) point. 

σVBF(HH) κλ κ2V κV

κλ κ2V κV

κλ κ2V κV

ATLAS DRAFT

� for +⌫� �� events, simulated with any variation of the couplings ^_, ^2+ , and ^+ in form of a linear291

combinations of six reference samples, whose linear coe�cients appear as functions of the probed ^_, ^2+ ,292

and ^+ values.293

This procedure results in a natural parametrization of +⌫� �� events in the (^_, ^2+ ) plane (by fixing294

^+ = 1), once a basis is chosen. The potential choices of basis are constrained by the available +⌫�295

�� MC samples, summarized in Tab. 3, and can be optimized depending on the desired e�ect for signal296

generation.297

The basis chosen for the VBF HH parametrization was shown to be able to model the VBF HH kinematics298

across a large parameter space, reaching ^_, ^2+ , and ^+ values well beyond the SM [15]:299
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3.3.2 ggF HH parametrization300

For ggF �� production, a reweighting method based on the di-Higgs invariant mass <�� is used to301

provide predictions on the cross section at di�erent ^_ values, starting from the existing samples (either the302

SM sample or the one with ^_ = 10). The reweighting method derives the scale factors as a function of ^_303

in bins of <�� by performing a linear combination of samples generated at truth-level for di�erent ^_304

values. The generation of the ^_ samples is based on the same linear combination method applied for the305

VBF HH parametrization. As shown by the triangle and the box diagrams (Figure 1) contributing to the306

ggF HH production, in this case, only the two coupling modifiers ^_ and ^C are involved. The di�erential307

66� cross section can be expressed as:308

3f66�

3<��
(^_) = ^

2
_ ⇥ 01(<��) + ^_ ⇥ 02(<��) + 03(<��), (5)

after setting ^C to 1. The above equation is expected to hold for every kinematic variable: however, the true309

di-Higgs invariant mass <�� is chosen, under the assumption that the ggF HH kinematics is determined in310

the first approximation only by <�� . The equation is solved for 08 (<��), using, as basis, three truth level311

ggF HH samples with 10 million events produced for with ^_ = 0, 1, 20 at NLO using Powheg-Box-V2+FT.312

A linear combination of these basis samples is performed, to generate ggF HH samples with di�erent ^_313

values in the interval [-30,30]. Histograms of the truth <�� distribution are produced for each ^_ sample314

and the distributions of the other relevant kinematic variables are obtained applying an event-per-event315

weight based on the ratio between the binned <�� distribution for the targeted ^_ by the binned <��316

distribution for the SM (or for the ^_ = 10) sample.317

12th August 2022 – 16:01 14

Parametrization with 3 independent samples (κλ, κt) Parametrization with 6 independent samples (κλ ,κV, κ2V)



HH combination with different di-Higgs decays
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HH Decay Modes

Clean 
final  
state

Large 
branching 

ratio

All channels have trade-offs between 
branching ratio vs final state

No single ‘golden channel’

bb WW ττ ZZ γγ

bb 34%

WW 25% 4.6%

ττ 7.3% 2.7% 0.39%

ZZ 3.1% 1.1% 0.33% 0.069%

γγ 0.26% 0.10% 0.028% 0.012% 0.0005%

All channels have trade-offs between branching ratio vs final state

◈ HH→bbbb:  Largest BR; but large QCD (multi-jet) background, difficult to pair jet 
into Higgs candidates


◈ HH→bbττ:  Moderate BR, Presence of hadronic taus effective at rejecting multi-
jet backgrounds; EW and top background mimic signal


◈ HH→bbγγ:  Small BR; very clean final state, excellent di-photon mass resolution

γγVV!, and γγτþτ− decay channels with leptons in the final
states; the total branching fraction is around 6.5%. The
bb̄llþ Emiss

T search targets final states arising from HH
decay channels where one of the Higgs bosons decays to a
b-quark pair and the other to either a boson pair (ZZ!,
WW!) or a τ-lepton pair, which then decays to a pair of
opposite-sign leptons (l ¼ e, μ) and neutrinos, for a total
branching fraction of 2.9%. Depending on the analysis, the
final discriminating variable can be the HH invariant mass,
the diphoton invariant mass, or the multivariate classifiers
used to separate signal from background.
The analyses under consideration use the full sample offfiffiffi
s

p
¼ 13 TeV proton-proton (pp) collision data recorded

with the ATLAS detector during run 2 of the LHC. The
integrated luminosity ranges from 126 to 140 fb−1 depend-
ing on the trigger selection [31]. The ATLAS experiment is
a multipurpose particle detector with a forward-backward
symmetric cylindrical geometry and nearly 4π coverage in
solid angle [32–34]. A software suite [35] is used in data
simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and
data acquisition systems of the experiment. The searches
use a common set of event generators to describe ggF and
VBF HH production in the pp collisions. Reweighting
methods are used to estimate the total and differential signal
yields at a given value of κi from samples simulated for
different values of κλ and κ2V [4] or to estimate the particle-
level mHH distributions for alternative values of the Wilson
coefficients using parameters from Ref. [36].

The results are derived from a likelihood function
Lðα; θÞ, where α denotes the vector of parameters of
interest (POIs) in the statistical model and θ is a set of
nuisance parameters (NPs), including systematic uncer-
tainty contributions and background parameters. This
global likelihood function is the product of individual
search likelihoods. The profile-likelihood-ratio test statistic

−2 lnΛðα; θÞ ¼ −2 ln½Lðα; ˆ̂θðαÞÞ=Lðα̂; θ̂Þ' is used to deter-
mine the 68% and 95% CL intervals and local significance
in the asymptotic approximation [37]. The CLs method [38]
is utilized to derive upper limits on the HH production
cross section. To evaluate the expected limits, Asimov
datasets [37] are generated, setting all NPs to their best-fit
values in data and fixing the POIs to those posited in the
hypothesis under test. The event samples from the com-
bined searches are scrutinized for overlaps in both real and
simulated data; they are found to be less than 1% in the
signal regions and, thus, considered negligible.
Complete discussions of the systematic uncertainties

considered in the individual searches are provided in
Refs. [25–30]. Correlations of these uncertainties between
different searches are investigated. Uncertainties related to
the data-taking conditions, such as those associated with the
integrated luminosity and the mismodeling of the multiple
pp interactions per bunch crossing, are assumed to be
correlated across the searches.An exception is the integrated
luminosity uncertainty in the resolved bb̄bb̄ analysis [25],
which employs a different calibration version. Where
applicable, uncertainties associated with physics objects
common to two or more searches are considered correlated.
Correlations are also assumed for theoretical uncertainties
affecting simulated signal and background processes, such
as uncertainties in the QCD scale, proton parton distribution
functions, and Higgs boson decay branching fractions.
Systematic uncertainties that significantly influence the
individual searches but are strongly constrained or pulled
in the data fitting are treated as uncorrelated to prevent undue
influence on the other searches. However, the impact of
treating them as correlated or uncorrelated in the combina-
tion was checked and found to be negligible.
The signal strength μHH is defined as the ratio of the

measured inclusive ggF and VBF HH production cross
section to the SM prediction σSMggFþVBFðHHÞ ¼ 32.8þ2.1

−7.2 fb.
This μHH measure assumes that the relative ggF and VBF
production cross sections, Higgs boson decay branching
fractions, and relative kinematic distributions correspond to
the SM predictions. The fit to data indicates a value of
μHH ¼ 0.5þ1.2

−1.0 ¼ 0.5þ0.9
−0.8ðstatÞþ0.7

−0.6ðsystÞ, where “stat” and
“syst” denote the statistical and systematic uncertainties,
respectively. The result is compatible with the SM pre-
diction, with a p value of 0.64. Assuming σggFþVBFðHHÞ ¼
σSMggFþVBFðHHÞ, the expected value is μHH ¼ 1.0þ1.2

−1.0 ¼
1.0þ1.0

−0.9ðstatÞþ0.7
−0.5ðsystÞ. The primary systematic uncertainty

arises from an estimated uncertainty of 100% in modeling

FIG. 2. Observed and expected 95% CL upper limits on the
signal strength for inclusive ggF HH and VBF HH production
from the bb̄τþτ−, bb̄γγ, bb̄bb̄, multilepton, and bb̄llþ Emiss

T
decay channels and their statistical combination. The predicted
SM cross section assumes mH ¼ 125 GeV. The expected limit,
along with its associated (1σ and (2σ bands, is calculated for
the assumption of no HH production and with all NPs profiled to
the observed data.
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Latest Run2 HH combination: expected limit improved from 2.9 to 2.4 from previous ATLAS HH combination



Constraint on  and   from HH combinationκλ κ2V

Best constraint on  from  and  from κλ HH → bbγγ κ2V HH → bbbb

5

the radiation of additional heavy-flavor jets in the ggF
single-Higgs-boson background production process
[39–43], affecting μHH by 25%. The observed (expected)
significance of μHH is 0.4 (1.0) standard deviations, with
respect to the hypothesis of no HH production. No
significant HH signal is observed above the expected
background, and a 95% CL upper limit of 2.9 is placed
on μHH. If HH production is absent, the expected 95% CL
upper limit is 2.4, and in the SM case (μHH ¼ 1) the
expected upper limit is 3.4. The expected upper limit is
17% lower than in the previous combination [4]: 13% from
improvements in the bb̄τþτ−, bb̄γγ, and bb̄bb̄ analyses and
an additional 4% from the inclusion of the multilepton and
bb̄llþ Emiss

T channels. This combination provides the best

expected sensitivity to the HH production cross section to
date. Figure 2 displays the limits from the individual
searches and their combination [44] highlighting the
bb̄τþτ− channel as the one expected to constrain μHH
the most. The p value for compatibility between the μHH
value measured in the combination and those measured in
the individual searches is 0.16. The observed and expected
95% CL upper limits on σggFþVBFðHHÞ from the combi-
nation are 86 and 71 fb, respectively, derived in this case
excluding theoretical uncertainties in the HH production
cross section.
The self-coupling modifier κλ is explored in the ggF and

VBF HH production processes. The impact of κλ on the
single-Higgs-boson background productions and the Higgs

(a) (b)

(c)

FIG. 3. Expected values (dashed lines) of the test statistic (−2 lnΛ) as functions of (a) κλ and (b) κ2V . These results are shown for the
decay channels bb̄γγ (purple), bb̄τþτ− (green), multilepton (cyan), bb̄bb̄ (blue), and bb̄llþ Emiss

T (brown), as well as their combination
(black). The observed values from the combined data are depicted by solid black lines. These results are computed with the assumption
that all other Higgs boson couplings follow the SM predictions. (c) The expected 95% CL contours in the κ2V -κλ plane, corresponding to
the individual decay channels and their combination, are illustrated using dashed lines. The observed contour from the combined results
is depicted by a solid black line. The SM prediction is marked by a star, and the combined best-fit value is indicated by a cross.
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Updates on HH → bbγγ

◈ 4-body mass definition for resolution cancellation:  


◈ 7 optimized categories based on the tuning on training sample mixture and hyperparameters 

◈ HH signal strength with 12% reduction in latest results:


✦  @ 95% CL (PRD 106 (2022) 052001)   


✦  @ 95% CL (JHEP 01 (2024) 066)   

m*
bb̄γγ

= mbb̄γγ − mbb̄ − mγγ + 250

μobs(exp) < 4.2(5.7)

μobs(exp) < 4.0(5.0)

6

fit to the distribution of the diphoton invariant mass, mγγ .
The data sideband region is defined as the range
105 GeV < mγγ < 160 GeV, excluding 120 GeV < mγγ

< 130 GeV.
The invariant mass of the diphoton plus b-tagged jets

system, m!
bb̄γγ , is defined as m!

bb̄γγ ¼ mbb̄γγ −mbb̄ −mγγ þ
250 GeV (where 250 GeV is about twice the Higgs boson
mass value and mbb̄ is the invariant mass of the two jets
with the highest b-tagging score). It is used to implement
selection criteria for both the nonresonant and resonant
analyses. Figure 4 shows that, compared with mbb̄γγ , the
m!

bb̄γγ variable improves the four-object mass resolution,
particularly for resonant signal particles decaying into a
pair of Higgs bosons, due to detector resolution effects
canceling out.

2. Nonresonant selection

Following the preselection, events are divided into two
regions using the value of the m!

bb̄γγ variable. A high-mass
region, with m!

bb̄γγ > 350 GeV, targets the SM signal
(κλ ¼ 1), while a low-mass region, with m!

bb̄γγ < 350

GeV, is used to retain sensitivity for BSM signals
(κλ ¼ 10). The dependence of m!

bb̄γγ on κλ can be seen
in Fig. 5.
In each mass region, a dedicated BDT is trained using

XGBoost [106] to discriminate between a benchmark HH
signal and a combination of γγ, tt̄H, ggH, and ZH
simulated backgrounds. In the high-mass region, the SM
HH sample is used as signal, while in the low-mass region,
the κλ ¼ 10 sample is used as signal.
The BDT input variables are summarized in Table II.

Identical variable sets are used for high-mass and low-mass
categories. The BDT combines several input variables that
exploit the different kinematic properties of signal and
background events, as well as the b-tagging information.
Observables based on the kinematic properties of the
reconstructed photons, such as the leading and subleading
photon’s angular information, and the transverse momen-
tum of the diphoton system divided by its invariant mass,
are combined with jet-based information. The “single
topness” variable (χWt) is also used. It is defined as

χWt ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi"
mj1j2 −mW

mW

#
2

þ
"
mj1j2j3 −mt

mt

#
2

s

; ð1Þ

where the minimum is taken over all combinations of three
jets in the event (with no requirements on b-tagging status),
mW ¼ 80 GeV, and mt ¼ 173 GeV. Among the input
variables in Table II, mbb̄ and HT show the highest
discriminating power against the γγ þ jets continuum
background. Particular care was taken to ensure that the
BDT event selection does not lead to biases in the mγγ

background distribution. Variables which have a strong

FIG. 4. Reconstructed four-body mass for mX ¼ 300 GeV and
mX ¼ 500 GeV resonant signal benchmarks, for the SM HH
production processes and for the γγ þ jets background. Dashed
lines represent the distribution ofmbb̄γγ while solid lines represent
the distribution of m!

bb̄γγ , defined in Sec. IV B 1. Distributions are
normalized to unit area.
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FIG. 5. The m!
bb̄γγ distributions after the common preselection for (a) nonresonant ggF HH and (b) VBF HH signals with several κλ

values. The value of m!
bb̄γγ ¼ 350 GeV is chosen as the boundary between categories targeting the SM and BSM κλ signals.
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Figure 3. BDT score distributions for simulated ggF and VBF HH → bb̄γγ signal events and
simulated background events from nonresonant γγ + jets and singly produced Higgs bosons decaying
into γγ for the (a) low and (b) high mass regions. The data in the mγγ sidebands, which are not
expected to be populated by single nor double Higgs boson events, are also shown compared with the
γγ + jets sample. The latter comprises the majority of the nonresonant diphoton background and is
used in the training of the BDT. All distributions are normalised to unity. The vertical dashed lines
correspond to the thresholds used to define the event categories. Events with a BDT score between
0 and the lowest threshold (thick dashed line) are discarded. Events satisfying the lowest threshold
are categorised as Low Mass i, i = 1 . . . 4 (High Mass i, i = 1 . . . 3), with a higher category index i
corresponding to higher BDT scores and more signal-like events.

by maximising the combined number-counting significance of all categories in a region for
a benchmark signal using expected signal and background yields in the diphoton invariant
mass range 120 GeV < mγγ < 130 GeV. During this optimisation process, each category
must contain at least nine expected continuum background events in the mγγ sidebands, i.e.
excluding the region 120 GeV < mγγ < 130 GeV, in order to have sufficient events to constrain
the shape of the diphoton invariant mass distribution of the continuum background when the
selection is evaluated on the data. In the high mass region, the signal yield is computed from
the sum of the expected SM ggF and VBF HH contributions, while in low mass region, the
signal yield is computed from the ggF HH κλ = 5.6 and VBF HH κλ = 10 predictions.

The BDT discriminant distributions in the low and high mass regions observed in data
in the mγγ sidebands are shown in figure 3. Also illustrated for comparison are the expected
BDT score distributions for the dominant nonresonant background from the γγ + jets sample,
the resonant single Higgs boson background, and the ggF and VBF HH signals for different
values of κλ and κ2V . The values of the BDT scores that define the categories are represented
by vertical dashed lines. In total, 340 events in the range of 105 GeV < mγγ < 160 GeV
are retained from the 1874 passing the initial preselection.

5 Signal and background modelling of the diphoton mass spectrum

The signal, resonant and nonresonant background yields in each category are determined
from unbinned fits to the diphoton invariant mass distributions in the signal regions, as
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5 Signal and background modelling of the diphoton mass spectrum

The signal, resonant and nonresonant background yields in each category are determined
from unbinned fits to the diphoton invariant mass distributions in the signal regions, as
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Updates on HH → bbττ

◈ Three SRs: ,  （SLT） and  （LTT）


◈ Three categories in each SR: low-mHH, high-mHH and VBF category


◈ BDT score used as the discriminant for each SR

◈ HH signal strength  with 15% reduction in latest results:


✦  @ 95% CL (JHEP 07 (2023) 040)   


✦  @ 95% CL (PRD 110 (2024) 032012)   

τhadτhad τlepτhad τlepτhad

μobs(exp) < 4.7(3.9)

μobs(exp) < 5.9(3.3)
7

with fake-τhad-vis candidate in tt̄ and multijet production are
estimated from techniques relying on both simulated events
and data, described in Ref. [37], which prove to provide an
accurate modelling of the variables used for the event
categorization and multivariate techniques described in this
Section. The estimate of this background relies on a good
description of the fundamental properties of τ leptons in the
three analysis SRs, which are unchanged compared to
Ref. [37]. In the τlepτhad regions a combined fake-factor
method is used to estimate tt̄ and multijet events with fake-
τhad-vis, by employing two groups of regions: the identi-
fication (ID) regions containing one identified τhad-vis, and
the anti-identification (anti-ID) regions containing one
reconstructed τhad-vis with modified requirements (anti-
τhad-vis), leading to an enriched fake-τhad-vis contribution.
Fake factors are derived separately for tt̄ and multijet events
in dedicated ID and anti-ID control regions, and are
combined to scale events from the anti-ID SRs to obtain
the fake-τhad-vis background prediction in the τlepτhad SRs.
In the τhadτhad regions two separate methods are used to
estimate the backgrounds with fake-τhad-vis from tt̄ and
multijet production. Multi-jet events can only enter the SRs
when both τhad-vis are fake, and their contribution is
estimated by using a fake-factor method. Fake-factors
are derived for the multijet background in a dedicated
set of ID control regions, defined for events with two
identified τhad-vis, and anti-ID control regions for events
with one identified τhad-vis and one anti-τhad-vis candidate.
The fake-factors are applied to scale events from the anti-ID
SRs to obtain the multijet fake-τhad-vis background predic-
tion in the τhadτhad SRs. Background events with fake-
τhad-vis from tt̄ production in the τhadτhad SRs are estimated
using simulation, while correcting the fake-τhad-vis mis-
identification efficiencies with scale factors derived from
data in the tt̄ control region defined for the fake-factor

estimate in the τlepτhad channel. The modelling of events
with a fake-τhad-vis candidate from background processes
other than tt̄ and multijet production is performed using
MC simulation, as they represent a minor contribution to
the total background. Simulated event samples are used to
model background events containing true-τhad-vis and events
with an electron or a muon misidentified as a τhad-vis
candidate. The changes introduced to the MC simulation
detailed in Sec. III are found to have a negligible impact on
the data-driven estimate of the background.

B. Event categorization

Events selected in each SR described in Sec. IVA are
split into three separate categories. To enhance the sensi-
tivity to the coupling modifier κ2V, a dedicated VBF
category is defined with a multivariate approach, defining
a dedicated BDT to select events with characteristic
features of VBF HH production, separately for each
analysis SR. These are referred to as categorization
BDTs in the following. The distribution of the invariant
mass of the HH system (mHH) in ggF HH events is
significantly affected by the value of κλ. Hence, events not
falling in the VBF category are split into two mHH
categories, targeting ggF HH production with κλ values
close to the SM expectation (ggF high-mHH) or signifi-
cantly different from it (ggF low-mHH). The three catego-
ries are mutually exclusive, and they are defined separately
for each SR following the procedure outlined in Figure 4,
leading to a total of nine event categories. First, VBF
candidate events are identified by requiring the presence of
at least two jets in addition to the ones associated with the
H → bb̄ decay. These events are used to train the categori-
zation BDTs to separate ggF and VBF HH production
modes in event topologies with additional jets. Events

FIG. 4. Flowchart summarizing the definition of the τhadτhad SR, the τlepτhad SLT SR, the τlepτhad LTT SR and the dedicated CR defined
in Sec. IV. The flowchart shows the selection criteria applied to define the corresponding ggF low-mHH , ggF high-mHH and VBF
categories for each analysis SR, leading to a total number of nine analysis categories and an additional CR.
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the background-only hypothesis, as obtained from the
individual fit of the τlepτhad SLT SR.
The observed and expected values of −2 lnΛ as a

function of the coupling modifiers κλ and κ2V are shown
in Fig. 8, under the hypothesis that all other coupling
modifiers are equal to their SM predictions. The combined
fit allows to set observed (expected) 95% CIs of
κλ ∈ ½−3.1; 9.0"ð½−2.5; 9.3"Þ (assuming κ2V ¼ 1) and κ2V∈
½−0.5;2.7"ð½−0.2;2.4"Þ (assuming κλ ¼ 1). Additional con-
straints are set on κλ and κ2V assuming that both coupling
modifiers can vary simultaneously. The resulting observed
and expected two-dimensional 68% and 95% contours are
shown in Fig. 9. The observed and expected constraints on
κλ reported in this paper are affected by the issue concern-
ing the ggF HH prediction for BSM scenarios in POWHEG

reported in the erratum of Ref. [81] and do not include the
changes to resolve this issue described in Ref. [82]. If the
ggF HH signal yields in the analysis categories are scaled
based on the ratio of the predicted differential ggF HH
cross sections with and without the changes described in
Ref. [82], the width of the 95% CI on κλ changes by less
than 5%.
As in Ref. [37], the analysis sensitivity is primarily limited

by the statistical uncertainty of the data. The leading
systematic uncertainty in the measurement of μHH is the
uncertainty in the ggF HH production cross section arising
from variations of the QCD scales and the top-quark mass
scheme. The next leading sources of uncertainty are the
statistical precision of the background MC samples and
the uncertainty related to the interference between theWt and
tt̄ processes. The combined impact of all sources of sys-
tematic uncertainties leads to an increase in the expected
upper limits on the signal strength μHH by 23% and to a
widening of the expected 95% CI for κλ and κ2V by 9% and
2%, respectively, with respect to the case inwhich systematic
uncertainties are neglected (excluding the tt̄ and Z þ HF
floating normalization and MC statistical uncertainties).
Based on a consistent statistical procedure for evaluating

the 95% CIs and upper limits as described at the beginning
of this section, these results can be compared with the
previous analysis of Ref. [37]. The approach presented in
this paper leads to an increase (reduction) of the observed
(expected) upper limit on the signal strength μHH by 25%
(15%), along with new results for the upper limits on the
separate ggF and VBF HH production mode signal
strengths. The width of the observed (expected) CI for
κλ is reduced by< 1% (11%) and the width of the observed
(expected) CI for κ2V is reduced by 2% (19%) compared
with the previous analysis.
The compatibility, considering statistical and systematic

uncertainties, between the upper limit at 95% CL on the
signal strength μHH from this study and that of Ref. [37] is
evaluated using a bootstrap technique [83] separately
for the independent SR fits and for the combined fit.
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FIG. 7. Summary of observed (filled circles) and expected
(open circles) 95% CL upper limits on μHH from the fit of each
individual channel and the combined fit in the background-only
(μHH ¼ 0) hypothesis. The dashed lines indicate the expected
95% CL upper limits on μHH in the SM hypothesis (μHH ¼ 1).
The inner and outer bands indicate the '1σ and '2σ variations,
respectively, on the expected limit with respect to the back-
ground-only hypothesis due to statistical and systematic uncer-
tainties.

TABLE III. Observed and expected 95% CL upper limits on μHH , μggF and μVBF from the individual SR likelihood fits as well as the
combined results. The μggF and μVBF limits are quoted both from the results of the simultaneous fit of both signal strengths (central
column), and from independent fits for the individual production modes, assuming the other to be as predicted by the SM. The
uncertainties quoted on the combined expected upper limits correspond to the 1σ uncertainty band.

μHH μggF μVBF μggF (μVBF ¼ 1) μVBF (μggF ¼ 1)

τhadτhad Observed 3.4 3.6 87 3.5 80
Expected 3.8 3.9 102 3.9 99

τlepτhad SLT Observed 17 17 136 17 158
Expected 7.2 7.4 129 7.4 127

τlepτhad LTT Observed 23 18 765 22 733
Expected 20 21 359 20 350

Combined Observed 5.9 5.8 91 5.9 93
Expected 3.3þ1.7

−0.9 3.4þ1.8
−1.0 73þ32

−21 3.4þ1.8
−0.9 72þ32

−20
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Updates on HH → bb̄bb̄

◈ Two orthogonal selections targeting ggF and VBF


◈ HH pairing decision: higher-pT jet pair with smallest  
separation has 90% correct rate


◈ Fully data-driven background estimation using a neural 
network to estimate multijet background


◈ DiHiggs mass used as the discriminant for each SR


◈ With full Run2 data, HH signal strength is 
 @ 95% CL 

ΔR

μobs(exp) < 5.4(8.1)
8

(excluding top quark production), with the approximately
10% remainder almost entirely composed of tt̄ events. This
background composition was determined by applying the
full event selection to simulated samples of the various
processes and comparing the yields with the total back-
ground estimate in the SR; it is purely meant to be
indicative and is not used for deriving any results. The
background is modeled using the fully data-driven tech-
nique described below.

The background estimation makes use of an alternative
set of events, which pass the same b-jet triggers and satisfy
all the same selection criteria as the 4b events, with
one difference: they are required to contain exactly two
b-tagged jets. This sample, referred to hereafter as “2b,” has
about two orders of magnitude more events than the 4b
sample, hence the presence of any HH → bb̄bb̄ signal in it
is negligible, making it suitable for the background
estimation. The jets selected to form the two Higgs boson

TABLE III. The yields of data and various example ggF and VBF HH signal models at each step of the analysis
selection. The “Preselection” entry denotes an initial selection requiring at least four jets with pT > 40 GeV, at least
two of which are b-tagged. Events which satisfy the “VBF selection” requirements are considered as part of the VBF
signal region of the analysis, while the rest are considered for the ggF signal region. The signal yields are taken from
simulation and are normalized by their theoretical cross sections and the integrated luminosity of 126 fb−1.
Corrections for differences in the b-tagging efficiency and trigger acceptance between data and simulation are
applied starting from the “Trigger class” requirement.

Data
ggF signal VBF signal

SM κλ ¼ 10 SM κ2V ¼ 0

Common preselection

Preselection 5.70 × 108 530 7300 22 630
Trigger class 2.49 × 108 380 5300 16 410

ggF selection

Fail VBF selection 2.46 × 108 380 5200 14 330
At least 4 b-tagged central jets 1.89 × 106 86 1000 1.9 65
jΔηHHj < 1.5 1.03 × 106 72 850 0.94 46
xWt > 1.5 7.51 × 105 60 570 0.74 43
XHH < 1.6 (ggF signal region) 1.62 × 104 29 180 0.24 23

VBF selection

Pass VBF selection 3.30 × 106 5.2 81 2.2 71
At least 4 b-tagged central jets 2.71 × 104 1.1 15 0.74 28
xWt > 1.5 2.18 × 104 1.0 11 0.67 26
XHH < 1.6 5.02 × 102 0.48 3.1 0.33 17
mHH > 400 GeV (VBF signal region) 3.57 × 102 0.43 1.8 0.30 16

FIG. 3. A flowchart summarizing the nine selection criteria used for the VBF and ggF analysis selections. Events must satisfy selection
criteria 1–3 in order to be considered for either analysis signal region. Events failing to satisfy any of the selection criteria 4–6 are
considered for inclusion in the ggF signal region, while those satisfying selection criteria 4–6 are considered for the VBF signal region.
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candidates in the 2b events are the two b-tagged jets and the
two untagged central jets with the highest pT (excluding the
VBF jets in the VBF categories).
The kinematic properties of the 2b and 4b events are not

expected to be identical, partly due to different processes
contributing to the two samples, but also due to differences
in the trigger acceptance and because the probability of
tagging a b-jet varies as a function of jet pT and η.

Therefore, a reweighting function is required, which, when
applied to the 2b events, maps their kinematic distributions
onto the corresponding 4b distributions. This function is
derived using the 2b and 4b events in a control region (CR)
surrounding the SR in the reconstructed (mH1, mH2) plane
and then applied to the 2b events in the SR to produce the
background estimate. The “inner edge” of the CR is defined
by XHH ¼ 1.6 and the “outer edge” by the circle:

RCR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmH1 − 1.05 · 124 GeVÞ2 þ ðmH2 − 1.05 · 117 GeVÞ2

q
¼ 45 GeV: ð4Þ

The shift of the center of the above circle by a factor of
1.05, relative to XHH ¼ 0, is found to be the optimal trade-
off between having a good number of events outside of the
SR and avoiding the low mH1=mH2 regions, where the
differences between 2b and 4b kinematic distributions are
larger. The CR is split into four roughly equal directional
quadrants, defined by 45° and 135° lines passing through
the SR center, (124, 117) GeV. The four quadrants are
given labels based on compass directions: the upper
quadrant QN, the lower QS, the left QW, and the right
QE. The above lines also define four quadrants, with the
same names as above, in the SR. Events in CR QN and QS,
hereafter referred to as CR1, are used to derive the
reweighting function for the nominal background estimate,
while an alternative reweighting function, derived from the
CR events in QE and QW (referred to hereafter as CR2) is
used to define a systematic uncertainty related to the
reweighting function interpolation into the SR, as detailed
in Sec. VII. The boundaries of the SR, CR1, and CR2 in
the reconstructed (mH1, mH2) plane are shown in Fig. 4.
The horizontal and vertical bands of lower event density

around 80 GeV visible in these plots are caused by the xWt
selection criterion. For comparison, the distributions of the
simulated ggF and VBF HH signals in the reconstructed
(mH1, mH2) plane are presented in Fig. 5.
The reweighting function has the form:

wðx⃗Þ ¼ p4bðx⃗Þ
p2bðx⃗Þ

; ð5Þ

where p4bðx⃗Þ and p2bðx⃗Þ are the probability density
functions for 4b and 2b data, respectively, over a set of
kinematic variables x⃗. The computation of wðx⃗Þ is a density
ratio estimation problem, for which a variety of approaches
exist. The method employed in this analysis is modified
from Refs. [90,91] and makes use of an artificial neural
network (NN). This NN is trained on 2b and 4b CR1 data
(or CR2 data, for determining systematic uncertainties, as
described Sec. VII). The training minimizes the following
loss function:

(a) (b)

FIG. 4. The mass planes of the reconstructed Higgs boson candidates for the (a) ggF and (b) VBF signal regions of the analysis, shown
for the 4b data events. In (a), the analysis selection up to step 8 (as outlined in Fig. 3) of the ggF selection has been applied, while in (b),
the analysis selection up to step 7 of the VBF selection has been applied. The continuous red line describes the signal region (SR), the
dashed line describes control region 1 (CR1) and the dotted line describes control region 2 (CR2).
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Boosted HH → bb̄bb̄

◈ Particularly sensitive to   with the boosted construction：

✦ HH system reconstructed with 2 large-R (R=1.0)jets 

✦ VBF signature from 2 resolved small-R(R=0.4) jets


◈ BDT score as the discriminant for the signal and background separation

◈ With boosted and resolved search combination:  @ 2 


◈  =0 is excluded with an significance of 3.4  (2.9 )

κ2V

0.55 < κ2V < 1.49(0.37 < κ2V < 1.67) σ
κ2V σ σ

9

3K\VLFV /HWWHUV % ��� ������ ������

�

The ATLAS Collaboration

Fig. 2. The mass planes of the reconstructed Higgs boson candidates for the (a) 1Pass and (b) 2Pass selections of the analysis, shown for the data events. The mass 
planes for the 2Pass selection of the analysis are shown for the (c) VBF SM !2" = 1 HH, (d) VBF !2" = 0 HH, and (e) #$ = 1 TeV spin-0 narrow-width resonance 
HH samples. The continuous red line describes the Signal Region (SR). The Validation Region (VR) lies between the dashed yellow line and the continuous red line. 
The Control Region (CR) lies between the dotted green line and the dashed yellow line. The bin sizes are 1.33 GeV by 1.33 GeV.

Events in the VR reside in the region bounded by the SR boundary and
√√√√√

(
#%1 − 124 GeV
0.1 ln(#%1 )

)2

+
(
#%2 − 117 GeV
0.1 ln(#%2 )

)2

< 100 GeV, (2)

and events in the CR reside in the region bounded by the VR outer 
boundary and
√√√√√

(
#%1 − 124 GeV
0.1 ln(#%1 )

)2

+
(
#%2 − 117 GeV
0.1 ln(#%2 )

)2

< 170 GeV. (3)

The variables #%1 and #%2 in these equations are in units of GeV. The values of 124 GeV and 117 GeV in Eqs. (1)–(3) are chosen such that 
they correspond to the centres of the #%1 and #%2 distributions of the VBF HH events from simulation. These centres deviate from the mea-
sured Higgs boson mass of 125 GeV due to detector effects, and energy 
lost to neutrinos from the &-hadron decays and to out-of-cone radiation. 
The SR definition is optimised to maximise the overall '∕

√
(. The sig-

nal ' is the yield of !2" = 0 VBF HH events in simulation which is 
chosen to maximise the sensitivity to the !2" coupling as it is a rep-
resentative proxy for non-SM !2" samples. The background ( is the 
expected number of background events estimated by using the ))̄ and 
multijet simulated samples. As multijet background processes preferen-
tially populate the #%1–#%2 plane in the lower Higgs boson candidate mass region compared to HH processes, Eqs. (2) and (3) help reduce con-
tributions from multijet events. The boundaries of the SR, VR, and CR 
in the reconstructed #%1–#%2 plane are shown in Fig. 2 for the 1Pass
and 2Pass selections of the analysis. The #%1–#%2 plane is smoothly falling across the Higgs boson candidate masses. Most HH events are 
captured by the signal region boundary; the fraction of 2Pass events 
in the SR is 76% (78%–55%) for nonresonant (resonant 1 TeV–5 TeV) 
events. The overall signal acceptance times efficiency in the 2Pass SR 
ranges from 1% for a representative nonresonant non-SM signal sample 
to 0.02% for the SM nonresonant signal sample due to different kine-
matics. For the resonant signal samples, the overall acceptance times 
efficiency ranges from 5% to 10%, depending on the mass and width of 
the resonance.

3K\VLFV /HWWHUV % ��� ������ ������

�

The ATLAS Collaboration

Fig. 5. Observed (a) and expected (b) values of −2 lnΛ as a function of !2"
for the resolved (dotted green) and boosted (dashed blue) analyses, and their 
combination (solid black), with all other coupling modifiers fixed to their SM 
predictions.

7. Systematic uncertainties

Systematic uncertainties in the background and signals are evaluated 
for a variety of sources. Both a normalisation and shape uncertainty 
are assigned to the data-driven background estimate, as described in 
Section 5. Uncertainties resulting from detector effects only affect sig-
nal simulation. The impact of the main sources of uncertainty in the 
signal yield is evaluated for various hypothesised signals. The domi-
nant systematic uncertainty stems from the double #-tagging algorithm 
(20–30%). It is derived in four $%T bins using a & → ##̄ control sam-
ple [64]. As this & → ##̄ control sample is statistically limited, the 
systematic uncertainty coming from the double #-tagging algorithm is 
uncorrelated across the four $%T bins. The uncertainty in the integrated 
luminosity is 0.83% [68]. The uncertainty in the pile-up modelling is 
< 0.1%. Uncertainties affecting the final state reconstruction and identi-
fication include the energy and mass scales of the large-( jets (1–10%), 
the large-( jet energy resolution and mass resolution (< 1%) [102,103], 
and the small-( jet energy scale and resolution (1–10%) [98,104]. 
The efficiency and acceptance of nonresonant and resonant signals are 
also affected by theoretical modelling uncertainties, such as the par-
ton showering (5–10%) and renormalisation and factorisation scale 

Fig. 6. Observed (a) and expected (b) likelihood contours at the 68% (solid 
line) and 95% (dashed line) CL in the !)–!2" plane. The red, blue, and black 
colours represent the resolved-only, boosted-only, and boosted+resolved com-
bination results, respectively. All other coupling modifiers are fixed to their SM 
predictions. The SM prediction is indicated by the star, while the best-fit value 
is denoted by the cross. The shift in the observed value from the SM prediction 
is driven by the resolved analysis. The observed constraint on !) values from 
the combination is less stringent than the constraint from the resolved-only fit 
due to the different best-fit values of the !2" modifier. The result for !) values 
above 15 is not plotted for clarity.

choices (1–5%). Theoretical uncertainties in the * → ##̄ branching ratio 
(3.5%) [30] are included. Theoretical uncertainties in the nonresonant 
ggF and VBF HH cross-sections arising from uncertainties in the PDF 
and +s, and the choice of renormalisation scheme and the scale of the 
top-quark mass, are taken from Refs. [30,31,35]. No theoretical uncer-
tainties in the resonant HH cross-sections are considered. The analysis 
is ultimately limited by statistical uncertainties.

8. Results

A binned maximum-likelihood fit to the BDT distributions in the
2Pass SR is carried out with the systematic uncertainties parameterised 
as nuisance parameters. The BDT output binning transformation is the 
same as the one detailed in Ref. [105]. The observed BDT distribution 
of data, and the background-only fit to the distribution, is presented in 



MultileptonHH →
◈ Final states from 

 (6.5% BR)


◈ Two types of categories:   and ML with the final discriminants of 
 and BDT score, respectively


◈ Obs. (Exp) HH signal strength<17 (11) @95% CL

HH → bbZZ*/VV*VV*/VV*τ+τ−/τ+τ−τ+τ−/γγVV*/γγτ+τ−

γγ + ML
mγγ
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Figure 3. A visualisation of the different final states included in this analysis. The diphoton plus
multilepton channels (‘γγ+ML channels’) are shown in the lighter yellow boxes and channels with
light leptons and hadronic taus (‘ML channels’) are indicated by the darker turquoise boxes. ‘SC’
indicates that the two leptons are required to have the same charge. The two hadronic taus in the
2"+2τhad and "+2τhad channels are required to have opposite charge (‘OC’), as are the two light
leptons in the 2"+2τhad channel. The γγ+2(", τhad) channel requires the presence of two OC light
leptons or hadronic taus in addition to the two photons, i.e. encompassing γγ + "", γγ + "τhad, and
γγ + τhadτhad signatures.

to light leptons, is also analysed in a dedicated search. Channels including an H → γγ

decay are classified as the diphoton plus multilepton channels (‘γγ+ML’) while those without
photons are classified as multilepton (‘ML’) channels. This is the first time these HH decay
channels are explored in a multilepton analysis in ATLAS. The event selections are orthogonal
by construction with those used in the ATLAS analyses of the bbγγ [24, 28], bbττ [25, 29],
4b [26, 31], and bb"" + Emiss

T [30] HH decay channels. Boosted decision trees (BDTs) are
used to enhance signal to background separation. Upper limits are set on the HH signal
strength, µHH (defined as the ratio of the HH production cross-section, including only the
ggF and VBF processes, to its SM prediction of 32.8 fb), and the coupling strength modifiers
κλ and κ2V , all at 95% CL.

2 ATLAS detector

The ATLAS detector [38] at the LHC [39] covers nearly the entire solid angle around the
collision point.2 It consists of an inner tracking detector surrounded by a thin superconducting

2ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the
centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Polar coordinates (r,φ) are used in the transverse plane, φ

being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2) and is equal to the rapidity y = 1

2 ln
(
E+pzc
E−pzc

)
in the relativistic limit. Angular distance is

– 4 –
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Figure 6. Distributions of the BDT output score in the signal regions of the (a) 4!+2b, (b) 3!,
(c) 2!SC, (d) 2!SC+τhad, (e) 2!+2τhad, and (f) !+2τhad channels, after applying the likelihood fit to
data under the background-only hypothesis as described in section 9. The total pre-fit background (and
its ratio to data) is also shown, as is the SM HH signal scaled up by a factor of 100. The uncertainty
bands include all sources of statistical and systematic uncertainties in the background prediction.

background. A CR requiring Emiss
T > 30GeV and selecting events that contain a same-flavour,

opposite charge pair of leptons with an invariant mass consistent with the Z boson mass, is
used in the 3! channel to provide a region enriched in WZ events. Normalisation factors based
on the jet multiplicity are calculated by comparing simulation to data in the CR and then
applying the derived normalisation factors to simulated events in the signal region. Events
with four or more jets are treated inclusively. The statistical uncertainty on the normalisation
factor in each bin is taken as the systematic uncertainty associated to the method. The
normalisation factors, µ, range from 0.92±0.09 for events with one jet, to 0.75±0.15 for
events with four or more jets. Two CRs are employed in the 2!SC channel to normalise
diboson processes, one enriched in WZ events (WZ CR) that follows closely the definition
used for the equivalent CR in the 3! channel, and the other targeting V V production in
association with two or more jets (V V jj CR), which controls the significant background from
vector boson scattering (VBS) processes, and is dominated by the same-charge W boson pairs
component (VBS W±W±). The full definitions are provided in table 5. The WZ CR corrects
for mismodellings in the MC simulations for diboson events with large jet multiplicity [106],
while the V V jj CR corrects for known mismodellings in the simulation of VBS processes [107].
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Figure 7. Distributions of the invariant mass of the diphoton system in the (a) γγ+2(", τhad), (b–
d) γγ+", and (e–g) γγ+τhad channels, after applying the selection requirements described in section 5
and the likelihood fit to data under the background-only hypothesis as described in section 9. The γγ+"
and γγ+τhad channel distributions are shown separately for the (b,e) Loose, (c,f) Medium, and (d,g)
Tight signal regions. The SM HH signal scaled up by a factor of 100 is also shown. The uncertainty
bands include all sources of statistical and systematic uncertainties in the background prediction.
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Figure 8. Observed (filled circles) and expected (open circles) 95% CL upper limits on the signal
strength for HH production in the background-only (µHH = 0) hypothesis. The dashed lines indicate
the expected 95% CL upper limits on µHH in the SM hypothesis (µHH = 1). The inner and outer bands
indicate the ±1σ and ±2σ variations on the expected limit under the background-only hypothesis
due to statistical and systematic uncertainties, respectively. Results are shown individually for the
different search channels, the statistical combination of ML and γγ+ML channels separately, and the
statistical combination of all channels.

Upper limits are set on the HH signal strength, µHH at 95% CL, using the profile-
likelihood-ratio test statistic and the modified frequentist CLs technique [118] in the asymptotic
approximation [119]. The scenario µHH = 0 corresponds to the background-only hypothesis
and µHH > 0 corresponds to the presence of an HH signal in addition to the background.
Asimov datasets [119] are used to derive the expected limits, with all pre-fit estimates of the
nuisance parameters set to values derived from the fit to the data, and the parameters of
interest set corresponding to the hypothesis being tested. The 95% CL limits on the signal
strength for individual channels, the statistical combinations of the ML and γγ+ML signal
categories, and the combination of all channels, are shown in figure 8. The overall combination
yields an observed 95% CL upper limit on µHH of 17, with an expected upper limit of 11
in the absence of HH production, and 12 for the SM case. If systematic uncertainties are
neglected then the expected limit is 9.1 when assuming no HH production. The asymptotic
results are found to agree within 8% with values obtained using pseudo-experiments.
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bbll + ET,missHH →
◈ Final states from 



◈ Two orthogonal selections targeting ggF and VBF

◈ MVA to separate signal from background


✦ DNN discriminant for ggF

✦ BDT discriminant for VBF


◈ Obs. (Exp) HH signal strength<17 (11) @95% CL

HH → bb + WW*/ZZ*/τ+τ− → bb + l+l− + nν
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Figure 3. Definition of signal and control regions for same lepton flavour (a) and different lepton
flavour (b) events, where either the electron (eµ) is leading in pT or the muon (µe). The greyed-out
region is excluded as it makes a negligible contribution to the final results. The mb! discriminant
variable [54] is used to further separate the top CR into separate tt̄ and Wt control regions.

A VBF selection is applied to further categorize the events into two orthogonal ggF/VBF
enriched regions by reverting (for ggF-like regions) or applying (for VBF-like regions) the
VBF selection. The VBF selection requires the presence of at least two forward jets: these
jets must have pT > 30GeV, at least one pair of these extra jets must have a minimum
pseudorapidity separation larger than 4.0, and at least one pair of these jets must have a
mass larger than 600GeV. The jets pairs considered are not required to be the same for
the pseudorapidity separation and mass requirements; in less than ∼1% of the MC events,
different pairs of jets are chosen. The VBF selection has a relative selection efficiency of
∼ 60% on VBF signal events. Table 3 shows the yields for SM background processes and
non-resonant SM ggF and VBF signals in the SRs and CRs with their statistical uncertainty
taken either directly from MC or from the statistics of the template, derived as described
in section 6, in case for the fake-lepton background. For two minor backgrounds negative
yields are observed due to NLO MC statistical fluctuations; the total is always positive. The
SRs are then used to extract the final results, with the backgrounds constrained by the
CRs, as described later. To enhance the sensitivity to the signal process and maximize the
rejection of the expected SM backgrounds, a multivariate approach is used to select signal
events, as described in the next section.

5 Multivariate analyses

Events that pass the selections described in the previous section are then passed through a
MVA to separate rare signal events from the large amount of background events. A DNN and
a Boosted Decision Tree (BDT) are used to classify events into the ggF and VBF categories,
respectively. The outputs of the MVA models are used as discriminants in the statistical
analysis discussed in section 8.

In the ggF category, the Keras library [119] with Tensorflow as the backend [120] is
used to design a DNN classifier with a multi-output architecture to optimise the separation
between the ggF HH signal, background from tt̄ and Wt and all other background processes
simultaneously. In a first stage, 50% of the simulated events are used to optimize the set of
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Figure 5. Post-fit yields from the signal+background fit of the tt̄, Z+HF and Wt CRs, both for the
ggF and VBF event selections, as well as the highest-score bins, numbered from high (VBF-SR 1 and
ggF-SR 1) to low score (VBF-SR 5 and ggF-SR 7), of the BDT and DNN output distribution in the
VBF and ggF event categories respectively as used in the final result. The fit is a conditional fit with
the signal strength fixed to the observed upper limit of µHH = 9.7. The shaded bands include both
statistical and systematic uncertainties.

A scan over the κ2V parameter is also conducted. Again, all other couplings are set to
their respective SM values. Although only the VBF production mode of Higgs boson pairs is
sensitive to the κ2V coupling modifier, both the ggF and VBF SRs are included in the scan,
allowing the analysis to achieve a slight enhancement of sensitivity from the presence of VBF
HH events within the ggF SR. A likelihood scan is performed to set constraints on the κ2V
parameter; this is shown in figure 7(b). Values for κ2V are constrained to be within the range
of [−0.17, 2.4] at 95% CL which is slightly better than the expected range of [−0.51, 2.7] at
95% CL due to the observed downward fluctuation of the data.
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Figure 7. Likelihood profiles of the (a) κλ and (b) κ2V parameters.

9 Conclusion

A search for non-resonant Higgs boson pair production via the ggF and VBF production
modes is performed. It probes decay channels with one of the Higgs bosons decaying to bb̄ and
the other to either WW ∗, ZZ∗, or τ+τ−. Selected events contain exactly two b-tagged jets,
two light leptons with opposite electric charge and missing transverse energy. The analysis
employs 140 fb−1 of pp collision data at √

s = 13TeV, recorded by the ATLAS detector at the
LHC. The results are consistent with the predictions for the SM background processes. An
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EFT interpretations from HH combination
◈ HEFT used in latest HH combination: separate anomalous single-Higgs 

and HH couplings and described by LO Wilson Coefficients


◈ Only include the 3 most sensitive HH decays:   ,  and 


◈ Reweight methods on LO particle-level mHH distributions for alternative  
WC


◈ Most stringent constraints on  and 

bb̄τ+τ− bb̄γγ bb̄bb̄

cgghh ctthh
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in αs and including an uncertainty related to the choice of the
virtual top-quark mass scheme [18]. The “PDFþ αs” uncer-
tainty accounts for uncertainties in the parton distribution
functions and strong coupling constant, the “scale” uncer-
tainty is due to the finite order of quantum chromodynamics
(QCD) calculations, and the “mtop” uncertainty is related to
the top-quark mass scheme. For SM VBF HH production,
divergences in the diagrams shown in Figs. 1(d) and 1(e)
cancel out due to perturbative unitarity. If κ2V deviates from
the SMprediction, this cancellation no longer occurs, leading
to a linear dependence of the cross section on the effective
center-of-mass energy of the incoming vector bosons [19].
Consequently, the Higgs bosons are expected to be more
energetic in non-SM scenarios. The cross section for VBF
HH production is σSMVBFðHHÞ ¼ 1.73% 0.04 fb at next-to-
next-to-next-to-leading order in QCD [20–24].
This Letter presents a combination of results from the

bb̄bb̄ [25,26], bb̄τþτ− [27], bb̄γγ [28], multilepton [29],
and bb̄ll [30] decay channels, probing more than half of
the HH decays. The first three analyses have been
improved since the previous combination [4], and the other
two are newly included. The HH → bb̄bb̄ decay mode has

the advantage of having the largest SM HH decay
branching fraction (33.9%), but it also has the largest
SM background, due to the abundance of QCD multijet
events. Given its capability to probe relatively high-
energy Higgs bosons, both the resolved [25] and boosted
topologies [26] are now used to reconstruct the Higgs
bosons. The HH → bb̄τþτ− decay mode has one of the
larger branching fractions (7.3%) among the investigated
HH decay channels and benefits from having only mod-
erate background contamination. In the corresponding
search [27], one of the τ leptons is required to decay
hadronically, ensuring orthogonality with the bb̄llþ Emiss

T
search. Although the HH → bb̄γγ decay mode has a small
branching fraction (0.26%), it has high trigger efficiency
and a clean experimental signature. The bb̄τþτ− [27] and
bb̄γγ [28] analyses have been improved through optimized
classification of selected events to enhance the sensitivity to
the Higgs boson couplings. Furthermore, the bb̄τþτ−
analysis now benefits from more accurate background
modeling and larger samples of simulated events. The
multilepton analysis is designed to select HH events in
bb̄ZZ&, VV&VV& (V ¼ W or Z), VV&τþτ−, τþτ−τþτ−,

FIG. 1. Leading-order Feynman diagrams showing the production of Higgs boson pairs via the ggF (a),(b),(f)–(h) and VBF
(c)–(e) processes. Each diagram is sensitive to specific coupling factors, denoted by κi in the κ framework or ci in the HEFT. Diagrams
(a)–(e) occur in the SM predictions, while diagrams (f)–(h) manifest only when deviations from the SM predictions are present in the
coefficients cggh, cgghh, or ctthh.
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decay widths is neglected. Assuming that other Higgs
boson couplings conform to the SM predictions, a fit to data
yields κλ ¼ 3.8þ2.1

−3.6 , which is compatible with the SM
prediction, with a p value of 0.53. The expected value
of κλ is 1.0þ4.7

−1.5 when assuming SM HH production. The
observed (expected) 95% CL interval is −1.2 < κλ < 7.2
(−1.6 < κλ < 7.2), representing the best expected sensi-
tivity to the Higgs boson self-coupling to date. The values
of the test statistic as a function of κλ are shown in Fig. 3(a)
for both the individual searches and their combination,
highlighting the bb̄γγ channel as the most sensitive.
Similarly, κ2V is explored in the VBF HH production
process. Assuming the SM predictions for other Higgs
boson couplings, the observed (expected) value is κ2V ¼
1.02þ0.22

−0.23 (κ2V ¼ 1.00þ0.40
−0.36 ). The observed (expected) 95%

CL interval is 0.6 < κ2V < 1.5 (0.4 < κ2V < 1.6). The

values of the test statistic as a function of κ2V are shown
in Fig. 3(b), highlighting the bb̄bb̄ analysis as the
most sensitive, mainly due to the boosted channel [26].
A deficit of data events in this channel results in stronger
constraints on κ2V than expected. To reduce model depend-
ence, two-dimensional contours of −2 lnΛ in the κ2V-κλ
plane are presented in Fig. 3(c). The p value for compat-
ibility of the combined measurement and the SM prediction
is 0.78.
For the HEFT interpretation the three most sensitiveHH

decay channels, bb̄τþτþ, bb̄γγ, and bb̄bb̄, are combined.
The VBF HH process is ignored, since it is sensitive only
to chhh and the predictions for this Wilson coefficient are
not available for this process. One-dimensional constraints
are evaluated separately for the coefficients cgghh and ctthh,
with all other coefficients fixed to the SM predictions.

(a) (b)

(c)

FIG. 4. Two-dimensional test-statistic contours at 68% CL (solid line) and 95% CL (dashed line) in the (a) cgghh-chhh, (b) ctthh-chhh,
and (c) ctthh-cgghh HEFT parameter spaces, with ctthh, cgghh, and chhh fixed to their SM values, respectively. The corresponding SM
expected contours are shown by the inner and outer shaded regions. The SM prediction is indicated by the star, while the best-fit value is
shown by the cross.
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−0.19 < ctthh < 0.70(−0.27 < ctthh < 0.66)@95 % CL



Indirect Higgs self-coupling constraint via single-Higgs
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Degeneracy between κλ and κt in the HH-only measurement

(a)

g

g H

H

H

t �

(b)

(c) (d)

H

H

q q

q q

V

V

2V

(e)

Figure 1: Examples of leading-order Feynman diagrams for Higgs boson pair production: for ggF production the
diagram (a) is proportional to the square of the top-quark Yukawa coupling, while the diagram (b) is proportional to
the product of the top-quark Yukawa coupling and the Higgs boson self-coupling. For VBF production, diagram
(c) is proportional to the product of the couplings of the Higgs boson to the vector bosons and the self-coupling,
diagram (d) to the square of the coupling with the vector bosons, and diagram (e) to the interaction between two
vectors bosons and two Higgs bosons.

The second most abundant SM double-Higgs process is the VBF �� production with a predicted SM
cross-section of 1.72 ± 0.04 fb [46–48]. This process depends at LO in perturbation theory on several
diagrams that involve the interaction of the Higgs boson with the , and / vector bosons as shown in
Figure 1. The three representative diagrams that enter in the total amplitude of the VBF �� process can
be parameterised with di�erent combinations of the ^_, ^+ and ^2+ coupling modifiers [49]. The first
diagram, shown in Figure 1(c), is proportional to ^+ ^_, the second, shown in Figure 1(d), to ^2

+ and the
last one, shown in Figure 1(e), related to the quartic interaction vertex ++��, to ^2+ . The VBF ��
production can therefore be parameterised in terms of six independent terms derived from the square of the
amplitude described above that scales as a polynomial of ^_, ^+ and ^2+ . The parameterisation of the
signal samples for the double-Higgs VBF process as a function of these coupling modifiers is performed
using a set of six independent samples generated for di�erent values of ^_, ^+ and ^2+ . The values of
^_, ^+ , and ^2+ for these six samples were chosen to obtain a good statistical precision in the parameters’
region of interest where this analysis is sensitive. The validity of this parameterisation has been checked
with additional VBF signal samples generated with di�erent values of these coupling modifiers.

The ggF �� process is sensitive to the relative sign of ^_ to the top-quark couplings due to interference
between di�erent amplitudes whose leading-order Feynman diagrams are depicted in Figure 1. Similarly,
the VBF �� process provides sensitivity to the relative sign between ^2+ and ^+ .

A complementary approach to study the Higgs boson self-coupling is to use single-Higgs processes,
as proposed in Refs. [20–25]. These processes do not depend on _��� at LO, but the Higgs boson
self-coupling contributes to the calculation of the complete NLO EW corrections. In particular, _���

contributes at NLO EW via Higgs boson self-energy loop corrections and via additional diagrams, examples
of which are shown in Figure 2. Therefore, an indirect constraint on ^_ can be extracted by comparing
precise measurements of single-Higgs production and decay yields to the SM predictions corrected for the

4

We can exploit at the LHC the  
“High Precision for Hard Processes”

An additional and complementary strategy for the determination 
(at the LHC) of the Higgs self coupling is definitely useful. 

and probe the quantum effects (NLO EW) induced by the Higgs self 
coupling on single Higgs production and decay modes. 
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Figure 5: Diagrams contributing to the C1 coe�cient in �(H ! ��). The
diagrams in the second row have multiplicity 2.

is performed in the unitary gauge, one is actually interchanging the order
of the operations limit ⇠ ! 1 with the integration, i.e., the limit ⇠ !

1 is performed first and then one does the integration while the correct
order is the opposite. Because some of the vertices that arise from the
gauge-fixing function contain a ⇠ factor, this exchange is not always an
allowed operation and in order to check the correctness of our approach we
recomputed1 the full two-loop EW corrections to �(H ! ��) in the unitary
gauge. The corrections were computed as in Ref. [51] via a Taylor expansion
in the parameters q2/(4m2

W
), q2/(4m2

H
) up to and including O(q6/m6) terms

finding perfect agreement with the result of Ref. [51].
Once we verified that in the SM the calculation in the unitary gauge

is equivalent to the one in a R⇠ gauge, the coe�cient C1 is obtained eval-
uating the diagrams in the unitary gauge that contain one trilinear Higgs
interaction. The latter amounts to add to the contribution of the diagrams
in Fig. 4, with the gluons replaced by photons, to the contribution of the
diagrams in Fig. 5. The result is presented in Appendix A. We would like to
remark that the sum of the diagrams in Fig. 5 is finite in the unitary gauge
but it is not finite in a generic R⇠ gauge.

4 Results

In this section we discuss the numerical impact of the �3-dependent contri-
butions on the most important observables in single-Higgs production and
decay at the LHC. We begin by listing and commenting the size of the C1

1
To our knowledge this is the first-ever two-loop computation of a physical observable

performed in the unitary gauge.
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Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due

12

All the single Higgs production and decay processes are affected by an 
anomalous trilinear (not quartic) Higgs self coupling, parametrized by     .

of cross section or decay width, the linear dependence on �3 originates from
the interference of the Born amplitude M

0 and the virtual EW amplitude
M

1, besides the wave-function-renormalisation constant. The amplitude
M

1 involves one-loop diagrams when the process at LO is described by tree-
level diagrams, like, e.g., vector-boson-fusion production, while it involves
two-loop diagrams when the LO contribution is given by one-loop diagrams,
like, e.g., gluon-gluon-fusion production. The �3-linearly-dependent contri-
butions in M

1, which we denote as M
1

�3
, can be obtained for any process

by evaluating in the SM the diagrams that contain one trilinear Higgs cou-
pling (M1

�
SM
3

) and then rescaling them by a factor �. In order to correctly

identify M
1

�
SM
3

(the contributions related to the H
3 interaction) in the M

1

amplitude in the SM, it is convenient to choose a specific gauge, namely
the unitary gauge. In a renormalisable R⇠ gauge, �SM

3
-dependent diagrams

are due not only to the interaction among three physical Higgs fields but
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Table 3: Summary of the event generators used by ATLAS and CMS to model the Higgs boson production processes
and decay channels at

p
s = 8 TeV.

Production Event generator
process ATLAS CMS

ggF Powheg [79–83] Powheg
VBF Powheg Powheg
WH Pythia8 [84] Pythia6.4 [85]
ZH (qq! ZH or qg! ZH) Pythia8 Pythia6.4
ggZH (gg! ZH) Powheg See text
ttH Powhel [87] Pythia6.4
tHq (qb! tHq) MadGraph [89] aMC@NLO [78]
tHW (gb! tHW) aMC@NLO aMC@NLO
bbH Pythia8 Pythia6.4, aMC@NLO

2.3. Signal strengths

The signal strength µ, defined as the ratio of the measured Higgs boson rate to its SM prediction, is used
to characterise the Higgs boson yields. For a specific production process and decay mode i ! H ! f ,
the signal strengths for the production, µi, and for the decay, µ f , are defined as

µi =
�i

(�i)SM
and µ f =

B f

(B f )SM
. (2)

Here �i (i = ggF,VBF,WH,ZH, ttH) and B f ( f = ZZ,WW, ��, ⌧⌧, bb, µµ) are respectively the produc-
tion cross section for i ! H and the decay branching fraction for H ! f . The subscript “SM” refers to
their respective SM predictions, so by definition, µi = 1 and µ f = 1 in the SM. Since �i and B f cannot be
separated without additional assumptions, only the product of µi and µ f can be measured experimentally,
leading to a signal strength µ f

i for the combined production and decay:

µ f
i =

�i · B f

(�i)SM · (B f )SM
= µi · µ f . (3)

The ATLAS and CMS data are combined and analysed using this signal strength formalism and the results
are presented in Section 5. For all these signal strength fits, as well as for the generic parameterisations
presented in Section 4.1, the parameterisations of the expected yields in each analysis category are per-
formed with a set of assumptions, which are needed because some production processes or decay modes,
which are not specifically searched for, contribute to other channels. These assumptions are the follow-
ing: for the production processes, the bbH signal strength is assumed to be the same as for ggF, the tH
signal strength is assumed to be the same as for ttH, and the ggZH signal strength is assumed to be the
same as for quark-initiated ZH production; for the Higgs boson decays, the H ! gg and H ! cc signal
strengths are assumed to be the same as for H ! bb decays, and the H ! Z� signal strength is assumed
to be the same as for H ! �� decays.
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Figure 4: Diagrams contributing to the C1 coe�cient in the gluon-gluon-
fusion Higgs production. The one on the right has a multiplicity factor
2.

to the di↵erent Lorentz structure at one loop and at the tree level.
The computation of �(gg ! H), the related �(H ! gg), and of �(H !

��) is much more challenging and deserves a more detailed discussion. These
observables receive the first non-zero contributions from one-loop diagrams,
which do not feature �3, so that the computation of C1 requires the evalu-
ation of two-loop diagrams.

The two-loop EW corrections to �(gg ! H) in the SM were obtained
in Refs. [47–49]. In our computation of the C1 coe�cient we followed the
approach of Ref. [48] where the corrections have been computed via a Taylor
expansion in the parameters q2/(4m2

t ), q
2
/(4m2

H
) where q

2 is the virtuality
of the external Higgs momentum, to be set to m

2
H

at the end of the com-
putation. However, at variance with Ref. [48], we computed the diagrams
contributing to C1, see Fig. 4, via an asymptotic expansion in the large top
mass up to and including O(m6

H
/m

6
t ) terms. The two expansions are equiv-

alent up to the first threshold encountered in the diagrams that defines the
range of validity of the Taylor expansion. In our case, the first threshold in
the diagrams of Fig. 4 occurs at q

2 = 4m2
H

and both expansions are valid
for mH ' 125 GeV. The asymptotic expansion was performed following the
strategy described in Ref. [50] and the result for C1 is presented in Ap-
pendix A. We checked our asymptotic expansion against the corresponding
expression obtained by the Taylor expansion finding, as expected, very good
numerical agreement.

The computation of the EW corrections to the partial decay width of a
Higgs boson into two photons in the SM was performed in a R⇠ gauge in
Refs. [51, 52]. As mentioned above, the identification of the contributions
to the C1 coe�cient is straightforward in the unitary gauge. In this gauge,
neither unphysical scalars nor ghosts are present and the propagator of the
massive vector bosons is i(�gµ⌫ + kµk⌫/M

2

V
)/(k2 �M

2

V
+ i✏). The unitary

gauge is a very special gauge. It can be defined as the limit when the
gauge parameter ⇠ is sent to infinity of a R⇠ gauge. When a calculation

13

H

H

V

V

H

H

V

V

Figure 2: Structure of the �SM
3

-dependent part inM
1

�
SM
3

for processes involv-

ing massive vector bosons in the final or in the intermediate states (VBF,
HV and H ! V V

⇤
! 4f).

H

t

g

g

t

H

t

g

g

t

H

t

g

g

t

Figure 3: Sample of �SM
3

-dependent diagrams in tt̄H production.

the fermions in the final state. The same applies toH ! WW
⇤
! 4f . In the

case of hadronic production, di↵erent partonic processes can have di↵erent
C1’s at the level of matrix elements. One example is tt̄H production, which
receives contributions from qq̄ ! tt̄H and gg ! tt̄H. Another is VBF,
where both W -boson-fusion and Z-boson-fusion contribute. Moreover, each
subprocess contributes in proportion to the parton distribution weights.

In order to evaluate the C1 coe�cients of the various processes, we gener-
ated the relevant amplitudes using the Mathematica package FeynArts [43].
For all the cases involving only one-loop amplitudes, we computed the cross
sections and decay rates with the help of FormCalc interfaced to Loop-

Tools [44] and we checked the partonic cross sections at specific points
in the phase space with FeynCalc [45, 46]. In processes involving massive
vector bosons in the final or in the intermediate states (VBF, HV and
H ! V V

⇤
! 4f), the �3-dependent parts in M

1

�
SM
3

have a common struc-

ture, see Fig. 2. In the case of the tt̄H production the sensitivity to �3 comes
from the one-loop corrections to the tt̄H vertex and from one-loop box and
pentagon diagrams. A sample of diagrams containing these �3-dependent
contributions is shown in Fig. 3.

The presence of not only triangles but also boxes and pentagons in the
case of tt̄H production provides an intuitive explanation of why the �3 con-
tributions cannot be captured by a local rescaling (t) of the type that a
standard -framework would assume for the top-Higgs coupling. Similarly,
not all the contributions given by the corrections to the HV V vertex can
be described by a scalar modification of its SM value via a V factor, due
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will be provided by a single- and double-H combination because it will optimize the sensitivity to �,
reducing at the same time the degeneracy of this parameter with other couplings.

An anomalous � value can a↵ect also the di↵erential H production cross section. The e↵ect is
larger for the Higgs boson associated production with a vector boson (WH, ZH, or generically VH), and
for the Higgs boson associated production with a tt̄ quark pair (tt̄H) [35]. The transverse momentum

of the Higgs boson (pH
T
) is particularly sensitive to �, especially in the low p

H

T
region. This feature can

be exploited experimentally to improve precision and accuracy of the � measurement. A framework
for the measurement of the single-H cross sections in mutually exclusive regions of the phase space,
which is the common standard of the CMS and ATLAS experiments, is the simplified template cross
section (STXS) [6, 36]. To date, the latest version of the framework, which has the highest phase-space
granularity, is the STXS 1.2. A schematic representation of the STXS 1.2 bins is provided in Fig. 5 for
the tt̄H and VH leptonic processes, as well as for the Hjj process which is the associated production of
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Table 1
Integrated luminosity of the dataset used for each input channel in the combina-
tion. The last column provides references to publications describing each channel in 
detail.

Analysis channel Integrated luminosity [fb−1] Ref.

H H → bb̄γ γ 139 [17]
H H → bb̄τ+τ− 139 [18]
H H → bb̄bb̄ 126 [19]

H → γ γ 139 [58]
H → Z Z∗ → 4# 139 [59]
H → τ+τ− 139 [60]
H → W W ∗ → eνµν (ggF,VBF) 139 [61]
H → bb̄ (V H) 139 [62]
H → bb̄ (VBF) 126 [63]
H → bb̄ (tt H) 139 [64]

pling modifiers used in this Letter can be found in Ref. [52]. The 
model under discussion does not allow for any new physics be-
yond that encoded in the aforementioned κλ and κm parameters. 
The dependence of the decay branching ratios and the Higgs boson 
self-energy on κλ is also taken into account for the double-Higgs 
analyses when combining them with the single-Higgs results.

A Higgs boson mass value of mH = 125.09 ± 0.24 GeV [15] is 
used for all results presented in this Letter.

3. Data samples and combined analyses

The results, presented in Sections 5 and 6, are obtained using 
the full Run 2 dataset collected by the ATLAS experiment [53–55]
from LHC 13 TeV pp collisions in the 2015–2018 data-taking pe-
riod. The integrated luminosity corresponds to 126–139 fb−1, de-
pending on the trigger selection. A two-level trigger system [56]
is used to select events. An extensive software suite [57] is used 
in the reconstruction and analysis of collision and simulated data, 
in detector operations, and in the trigger and data acquisition sys-
tems of the experiment.

Each input analysis used in the combination is summarised in 
Table 1. Details about the individual analyses can be found in the 
references reported in the same table. Each analysis separates the 
selected events into different kinematic and topological regions, 
called categories.

4. Statistical model and systematic uncertainty correlations

The statistical treatment used in this Letter follows the proce-
dures described in Refs. [65,66]. The results are obtained from a 
likelihood function L($α, $θ), where $α represents the vector of the 
parameters of interest (POI) of the model and $θ is a set of nuisance 
parameters, including the systematic uncertainty contributions and 
background parameters that are constrained by sidebands or con-
trol regions in data. The global likelihood function L($α, $θ) is ob-
tained as the product of the likelihoods of each input analysis. 
These are, in turn, products of likelihoods computed in the single 
analysis categories. The results presented in the following sections 
are based on the profile-likelihood-ratio test statistic )($α, $θ), and 
68% as well as 95% CL intervals are derived in the asymptotic ap-
proximation [67]. The CLs approach [68] is only used to derive the 
cross-section upper limits shown in Section 5.

To derive the expected results, Asimov datasets [67] are pro-
duced with all the nuisance parameters set to the values derived 
from the fit to the data and the parameters of interest fixed to the 
values corresponding to the hypothesis mentioned in the text.

The basic assumption in performing a statistical combination 
by using the product of the likelihoods is that the analyses be-
ing combined are statistically independent. For this reason the 
event samples used in the single-Higgs and double-Higgs analy-
ses were checked for overlaps. The overlap among the single-Higgs 

analyses was checked previously in the combination published in 
Ref. [26] and found to be negligible. The event overlap among the 
three double-Higgs analyses combined for the first time for this 
result was studied and found to be significantly smaller than 0.1%. 
These analyses are therefore treated as statistically independent. 
As a last step, the overlap of event samples between the single-
Higgs and double-Higgs analyses, which are combined for the first 
time in this Letter, was investigated. For most of the categories, 
this overlap is significantly below the 1% level in either the single-
Higgs or the double-Higgs channel, and can therefore be neglected. 
The only exception is the overlap between the H → τ+τ− and 
H H → bb̄τ+τ− channels, mainly due to the tt H categories in the 
H → τ+τ− analysis, which is found to be at the 4% level in the 
double-Higgs signal regions. The tt H categories in the H → τ+τ−

channel were removed from the combination used to produce the 
results presented in the following sections.

A complete discussion of the sources of systematic uncertainty 
considered in the individual analyses is provided in the publica-
tions referenced in Table 1. The correlation model adopted for 
the systematic uncertainties within the single-Higgs combination 
is described in detail in Ref. [26].

For this Letter, additional correlations of systematic uncertain-
ties between the double-Higgs analyses and between the single-
Higgs and double-Higgs combinations were investigated and im-
plemented as needed. In both cases, systematic uncertainties re-
lated to the data-taking conditions, such as those associated with 
pile-up mis-modelling and the integrated luminosity, are consid-
ered to be fully correlated among the input searches. Uncertainties 
related to physics objects used by multiple searches are treated 
as correlated where appropriate: experimental uncertainties that 
are related to the same physics object but determined with dif-
ferent methodologies or implemented with different parameterisa-
tions are treated as uncorrelated. Theoretical uncertainties of sim-
ulated signal and background processes, such as the single-Higgs 
and double-Higgs production cross-sections, QCD scale, and pro-
ton parton distribution functions are treated as correlated where 
relevant. The experimental uncertainty of the Higgs boson mass 
measurement [15] is treated as correlated where relevant. Signal 
theory uncertainties of the single-Higgs and double-Higgs pro-
duction modes (e.g., missing higher-order QCD corrections, parton 
shower, parton distribution functions, etc.) are treated as uncor-
related, while the systematic uncertainties of the decay branching 
ratios are treated as correlated. For the systematic uncertainties 
that are constrained significantly in the fit to data, the impact 
of treating them as correlated or uncorrelated in the combined 
fit was checked. In general, the impact of these different corre-
lation schemes on the exclusion limits is found to be very small, 
below the 2% level. Since choosing to treat them as uncorrelated 
gives slightly larger uncertainties for the parameter of interest, this 
approach was chosen for the results presented in the following 
sections.

For the double-Higgs analyses, the most important uncertain-
ties are related to background estimates from data-driven method-
ologies (derived from data sidebands or control regions) and are 
therefore not correlated with the single-Higgs analyses. The change 
of the correlation scheme was found to have a negligible impact 
on the combined double-Higgs results, except for the theoretical 
uncertainties of the ggF H H cross-section, where assuming a cor-
relation loosens the limits on the signal strength by 7% and this is 
therefore adopted.

5. Double-Higgs combination results

The double-Higgs boson analyses in the bb̄bb̄, bb̄τ+τ− and 
bb̄γ γ decay channels referenced in Table 1 are combined in order 
to place constraints on the production cross-section and the Higgs 

4

The ATLAS Collaboration Physics Letters B 843 (2023) 137745

Fig. 3. Observed and expected 95% CL upper limits on the signal strength for double-
Higgs production from the bb̄bb̄, bb̄τ+τ− and bb̄γ γ decay channels, and their 
statistical combination. The value mH = 125.09 GeV is assumed when deriving the 
predicted SM cross-section. The expected limit and the corresponding error bands 
are derived assuming the absence of the H H process and with all nuisance param-
eters profiled to the observed data.

boson’s self-coupling. First, the value of the signal strength µH H , 
defined as the ratio of the double-Higgs production cross-section, 
including only the ggF H H and VBF H H processes, to its SM pre-
diction of 32.7 fb [30–40,46] is determined. To produce this result 
the ratio of the ggF H H to VBF H H production cross-sections and 
the relative kinematic distributions are assumed to be as predicted 
by the SM, and the other minor production modes are neglected.

This combination yields an observed 95% CL upper limit on 
µH H of 2.4, with an expected upper limit of 2.9 in the absence 
of H H production and 4.0 expected in the SM case. The limits on 
the signal strength obtained from the individual channels and their 
combination are shown in Fig. 3. The best-fit value obtained from 
the fit to the data is µH H = −0.7 ± 1.3, which is compatible with 
the SM prediction of unity, with a p-value of 0.2. From the same 
combination, a 95% CL upper limit on σ (pp → H H) of 73 fb is 
derived (where only ggF H H and VBF H H processes are consid-
ered), compared with an expected limit of 85 fb assuming no H H
production. When deriving the cross-section limits the theoretical 
uncertainties on the predicted cross-sections are not included. The 
cross-section limit as a function of the coupling modifier is shown 
in Fig. 4(a). The signal acceptance of the double-Higgs analyses has 
a strong dependence on the value of κλ (mainly due to its impact 
on the mH H distribution), determining the shapes of the exclusion 
limit curve shown in Fig. 4(a).

Constraints on the coupling modifiers are obtained by using 
the values of the test statistic as a function of κλ in the asymp-
totic approximation and including the theoretical uncertainty of 
the cross-section predictions. The κλ parameterisation of NLO EW 
corrections in the Higgs boson decay and self-energy, as well as 
in single-Higgs backgrounds, is included when deriving these re-
sults, although its impact on the constraints is negligible. With 
these assumptions, the observed (expected) constraints at 95% CL 
are −0.6 < κλ < 6.6 (−2.1 < κλ < 7.8). The expected constraint 
is derived using the SM assumption. More results with different 
assumptions about the other coupling modifiers are given in Sec-
tion 6.

The combined double-Higgs channels are also sensitive to the 
VBF H H process, and hence to the H H V V quartic interaction. The 
95% CL observed VBF H H cross-section upper limit as a function of 
κ2V is shown in Fig. 4(b). Constraints are derived directly from the 
test statistic value parameterised as a function of κ2V . An observed 

(expected) 95% CL constraint of 0.1 < κ2V < 2.0 (0.0 < κ2V < 2.1) 
is obtained, fixing all other coupling modifiers to unity and with 
the expected values derived under the SM hypothesis.

6. Single- and double-Higgs combination results

Following the prescriptions described in Section 2 the double-
Higgs and single-Higgs analyses summarised in Table 1 are com-
bined to derive constraints on κλ . Several fits to data are per-
formed with different assumptions about the coupling modifiers 
to other SM particles.

At first, only possible deviations of κλ from its SM value are 
considered, assuming that all other Higgs boson interactions pro-
ceed as predicted by the SM. The values of twice the negative-
logarithm of the profile likelihood ratio (−2 ln &) as a function of 
κλ are shown in Fig. 5 for the single-Higgs and double-Higgs anal-
yses, and their combination.

The combined observed (expected) constraints obtained under 
this hypothesis are −0.4 < κλ < 6.3 (−1.9 < κλ < 7.6) at 95% CL. 
All the expected constraints reported in this section are derived 
from an Asimov dataset generated for the SM assumption that 
corresponds to all coupling modifiers equal to unity. The result is 
driven by the double-Higgs combination as can be seen in Fig. 5. 
The expected test statistic (−2 ln &) curve in Fig. 5(b) exhibits a 
‘two-minima-like’ structure due to the quadratic dependence of 
the observed signal yields on the parameter of interest κλ (par-
tially resolved by the mH H kinematic information used in the fit). 
The observed curve is more parabolic because the best-fit value of 
κλ is close to the value where the predicted double-Higgs cross-
section, shown in Fig. 4(a), reaches its minimum.

The main advantage of adding the single-Higgs analyses is the 
possibility of relaxing assumptions about modifiers for couplings 
to other SM particles. First, the assumption about the Higgs boson 
to top-quark coupling modifier, κt , can be released. Thanks to the 
strong constraints on κt from the single-Higgs measurements, the 
constraints on κλ obtained from a fit with a floating value of κt are 
almost as strong as those obtained with its value fixed to unity, as 
reported in Table 2. Two-dimensional contours of −2 ln & in the 
κλ–κt plane are shown in Fig. 6. All other coupling modifiers are 
fixed to unity in this fit.

The most generic model allows all of the coupling modifiers 
κλ , κt , κb , κτ , and κV implemented in this parameterisation to 
float freely in the fit. The exception is κ2V , which is fixed to unity 
since there is no complete parameterisation of single-Higgs NLO 
EW corrections as a function of this coupling modifier. A recent 
work [69], shows that a consistent parameterisation of the κV and 
κ2V coupling modifiers seems to be possible, though the sensitivity 
of single-H processes to κ2V is shown to be very small.

In the combination of the single-Higgs and double-Higgs analy-
ses, an observed (expected) exclusion of −1.4 < κλ < 6.1 (−2.2 <
κλ < 7.7) is obtained at 95% CL in this less model-dependent fit. 
The values of all the other coupling modifiers agree with the SM 
prediction within uncertainties. The values of the test statistic as 
a function of κλ for this generic model are also shown in Fig. 5. 
It was checked that for a generic model in which κ2V also floats 
freely in the double-Higgs parameterisation, the observed exclu-
sion constraints on κλ weaken by less than 5%. In this approach, 
the V V H H vertex is parameterised in terms of the κ2V coupling 
modifier for the VBF H H process but the single-Higgs NLO EW cor-
rections are not.

7. Conclusion

Single- and double-Higgs boson analyses based on the complete 
LHC Run 2 dataset of 13 TeV proton–proton collisions collected 
with the ATLAS detector are combined to investigate the Higgs 
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Combination assumption Obs. 95% CL Exp. 95% CL Obs. value
+1f
�1f

�� combination �0.6 < ^_ < 6.6 �2.1 < ^_ < 7.8 ^_ = 3.1+1.9
�2.0

Single-� combination �4.0 < ^_ < 10.3 �5.2 < ^_ < 11.5 ^_ = 2.5+4.6
�3.9

��+� combination �0.4 < ^_ < 6.3 �1.9 < ^_ < 7.5 ^_ = 3.0+1.8
�1.9

��+� combination, ^C floating �0.4 < ^_ < 6.3 �1.9 < ^_ < 7.6 ^_ = 3.0+1.8
�1.9

��+� combination, ^C , ^+ , ^1, ^g floating �1.3 < ^_ < 6.1 �2.1 < ^_ < 7.6 ^_ = 2.3+2.1
�2.0

Combination assumption Obs. 95% CL Exp. 95% CL Obs. value
+1f
�1f

�� combination �0.6 < ^_ < 6.6 �2.1 < ^_ < 7.8 ^_ = 3.1+1.9
�2.0

Single-� combination �4.0 < ^_ < 10.3 �5.2 < ^_ < 11.5 ^_ = 2.5+4.6
�3.9

��+� combination �0.4 < ^_ < 6.3 �1.9 < ^_ < 7.5 ^_ = 3.0+1.8
�1.9

��+� combination, ^C floating �0.4 < ^_ < 6.3 �1.9 < ^_ < 7.6 ^_ = 3.0+1.8
�1.9

��+� combination, ^C , ^+ , ^1, ^g floating �1.3 < ^_ < 6.1 �2.1 < ^_ < 7.6 ^_ = 2.3+2.1
�2.0



New resonance search via HH events

◈ Largest deviation is at 1.1TeV ( =3.3  , =2.1 )


✦  : no significant excess


✦ :  3.1  (2.0 ) at 1TeV


✦ : 2.3  (0.4 ) at 1.1TeV

Zlocal σ Zglobal σ

bb̄γγ

bb̄τ+τ− σ σ

bb̄bb̄ σ σ
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−2 lnΛðμÞ, as a function of κλ are shown in Fig. 13. The
Asimov dataset [107] is generated under the SM signal-
plus-background hypothesis, κλ ¼ 1. All systematic uncer-
tainties, including those of the theoretical prediction of the
HH production cross section, are included. The best-fit
value corresponds to κλ ¼ 2.8þ2.0

−2.2 ( þ3.8
−4.3 ) for the 1σ (2σ)

confidence interval. The expected value corresponds to
κλ ¼ 1.0þ5.5

−2.4 ( þ7.3
−4.2 ) for the 1σ (2σ) confidence interval. The

second minimum in the expected likelihood scan curve
corresponds to a similar fitted signal yield with respect to

the κλ point at the first minimum, which is a consequence of
a higher cross section, but lower acceptance and worse
signal-to-background separation. The mHH distribution has
a different shape at each of the two minima, as shown
in Fig. 5.

C. Resonant search results

Figure 14 shows the fit to the data of the resonant search
for two benchmark values of the mass mX of a hypothetical
scalar particle. No significant excess over the SM back-
ground expectations is found, as shown in Table VII.
Figure 15 shows the observed and expected upper limits
at 95% C.L. on the production cross section of a narrow-
width scalar resonance. The observed (expected) upper
limits vary between 640–44 fb (391–46 fb) in the range
251 GeV ≤ mX ≤ 1000 GeV. A check on the upper limits
using pseudoexperiments is performed. For the expected
limits, the results based on the pseudo-experiments are
found to be up to 10% higher compared with those derived
based on the asymptotic approximation. As for the observed
limits, the pseudoexperiments yield typically 10% higher
results compared with the asymptotic approximation in
most of the mX range explored, and the difference increases
to 15% for the mX ¼ 700 GeV signal hypothesis.

D. Impact of systematic uncertainties

The dominant systematic uncertainties are listed in
Table VIII for both the nonresonant and resonant searches.
The main uncertainties are related to the choice of func-
tional form for the continuum background (spurious
signal), to the parton showering model, and to the photon
energy resolution.
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FIG. 15. Observed and expected limits at 95% C.L. on the
production cross section of a narrow-width scalar resonance X as
a function of the mass mX of the hypothetical scalar particle. The
black solid line represents the observed upper limits. The dashed
line represents the expected upper limits. The %1σ and %2σ
variations about the expected limit due to statistical and system-
atic uncertainties are also shown.

TABLE VIII. Breakdown of the dominant systematic uncertainties. The impact of the uncertainties corresponds to
the relative variation of the expected upper limit on the cross section when reevaluating the profile likelihood ratio
after fixing the nuisance parameter in question to its best-fit value, while all remaining nuisance parameters remain
free to float. The impact is shown in %. Only systematic uncertainties with an impact of at least 0.2% are shown.
Uncertainties of the “Normþ Shape” type affect both the normalization and the parameters of the functional form.
The rest of the uncertainties affect only the yields.

Relative impact of the systematic uncertainties [%]

Source Type Nonresonant analysis Resonant analysis
HH mX ¼ 300 GeV

Experimental
Photon energy resolution Norm:þ Shape 0.4 0.6
Jet energy scale and resolution Normalization <0.2 0.3
Flavor tagging Normalization <0.2 0.2

Theoretical
Factorization and renormalization scale Normalization 0.3 <0.2
Parton showering model Norm:þ Shape 0.6 2.6
Heavy-flavor content Normalization 0.3 <0.2
BðH → γγ; bb̄) Normalization 0.2 <0.2
Spurious signal Normalization 3.0 3.3
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Figure 10. Observed and expected limits at 95% CL on the cross-section for resonant HH pro-
duction as a function of the scalar resonance mass mX . The dashed lines show the expected limits
while the solid lines show the observed limits. The blue and red lines are the limits for the τhadτhad
channel and τlepτhad channel, respectively. The black lines are the combined limits of the two
channels. The ±1σ and ±2σ variations around the expected combined limit are indicated by the
turquoise and yellow bands, respectively. The limits are obtained using the profile-likelihood test
statistic and the modified frequentist CLs technique.

search provides the highest expected sensitivity to non-resonant HH production of any
individual search to date, and provides limits on resonant HH production that are more
stringent than, or competitive with, the most recently published ATLAS and CMS HH

resonant search combinations over much of the mX range explored.
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The global significance is evaluated according to the
procedure detailed in Ref. [93]. Pseudoexperiments are
generated from the background-only model that was fitted
to data, and used to construct a local p-value distribution as
a function of the resonance mass. The number of level
crossings below a reference level of p ¼ 0.5 is used
together with the local p-value to compute a global p-
value. The most significant excess is found for a signal
mass of 1100 GeV. The local significance of this excess is
2.3σ for the spin-0 signal model and 2.5σ for the spin-2

signal model. Its global significance is 0.4σ for the spin-0
signal model and 0.8σ for the spin-2 signal model.
Upper limits on the cross section of resonant Higgs

boson pair production via gluon–gluon fusion ðσggFÞ are set
in each of the benchmark models. These are based on the
CL(_s) method [94], where a cross-section value is con-
sidered excluded at the 95% confidence level (C.L.) when
CL(_s) is less than 0.05. For signal masses up to 3 TeV, the
limits are computed using asymptotic formulae [91]. At
higher masses, the asymptotic approximation is inaccurate,
so the limits are instead computed by sampling pseudoex-
periments. The results are shown in Fig. 14. The theoretical
prediction for the bulk RS model with k=M̄Pl ¼ 1 is also
shown; this is taken from Ref. [28]. This model is excluded
for masses between 298 GeV and 1460 GeV. The expected
mass exclusion range is from 304 GeV to 1740 GeV. The
difference between the limits on the spin-0 and spin-2
signal models at low mass is primarily due to the fact that
the spin-2 model predicts a much broader correctedmðHHÞ
distribution. In particular, the spin-2 signals with masses
below 300 GeV are sensitive to a small deficit in the data
between 350 GeV and 400 GeV, while the spin-0 signals
with masses below 300 GeV are not.
The impacts of the most important systematic uncer-

tainties are shown in Table VI. In order to compute these
numbers, the limit-setting procedure is repeated, but with
the nuisance parameters in question held fixed to their best-
fit values instead of being allowed to vary within an
uncertainty. The resulting expected limit is an approxima-
tion of how much the sensitivity of the search would be
improved if the “true values” of those parameters were
known exactly. Uncertainties originating from the limited
sample size in any data region are not considered
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FIG. 14. Expected (dashed black lines) and observed (solid
black lines) 95% C.L. upper limits on the cross section of
resonant HH production in the (a) spin-0 and (b) spin-2 signal
models. The $1σ and $2σ uncertainty ranges for the expected
limits (colored bands) are shown. Expected limits using each of
the resolved and boosted channels individually (dashed colored
lines) are shown. The theoretical prediction for the bulk RS model
with k=M̄Pl ¼ 1 [28] (solid red line) is shown; the decrease below
350 GeV is due to a sharp reduction in theG%

KK → HH branching
ratio. The nominal H → bb̄ branching ratio is taken as 0.582.

TABLE VI. Impacts of the main systematic uncertainties on the
expected 95% C.L. upper limits on the signal cross section for
four illustrative values of mðXÞ. These are defined as the relative
decrease in the expected limit when each relevant nuisance
parameter is held fixed to its best-fit value instead of being
assigned an uncertainty. The spin-0 signal model is used here.

Uncertainty
category

Relative impact [%]

280 GeV 600 GeV 1600 GeV 4000 GeV

Background
mðHHÞ shape

12.5 8.7 1.1 1.0

Jet momentum/
mass scale

0.6 0.1 1.2 1.7

Jet momentum/
mass resolution

2.1 1.5 7.1 7.8

b-tagging calibration 0.7 0.4 2.1 7.0
Theory (signal) 0.6 0.6 1.4 1.2
Theory
(tt̄ background)

N=A N=A 0.5 0.2

All systematic
uncertainties

15.9 10.9 13.4 15.6
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and another is trained against the single Higgs boson
background. The signal region selection requires the mass
of the diphoton system to be compatible with the SM Higgs
boson mass and the mass of the bb̄γγ system to be
compatiblewith the expectation for the corresponding signal
events. In addition, different requirements are applied on a
combination of the two BDT scores with a tuned coefficient
across the mass hypotheses. For this combination, the bb̄γγ
search follows the analysis strategy detailed in Ref. [18] but
extends the 251 GeV < mX < 1.0 TeV mass range used
there to 251 GeV < mX < 1.3 TeV. The final discriminat-
ing variable in this channel is the diphoton invariant mass,
which is reconstructed with a resolution of about 1%. The
resolution of the mass of the hh system in this channel is
∼2%–3%, for the mass range considered in this search,
thanks to the excellent diphotonmass reconstruction and the
use of a rescaling of the reconstructed hh mass.
The results of the combination presented in this Letter

are obtained from a likelihood function Lðσ; θ⃗Þ, where σ
represents the parameter of interest of the model, namely,
the resonant hh production cross section, and θ⃗ is a set of
nuisance parameters, including the systematic uncertainty
contributions and background parameters that are con-
strained by control regions in data. The global likelihood
function Lðσ; θ⃗Þ is obtained as the product of the like-
lihoods of the three searches included in the combination,
which are themselves products of likelihoods computed
from the final observables in the single analysis categories.
In this combination, the bb̄bb̄, bb̄τþτ−, and bb̄γγ analysis
signal regions are either orthogonal due to the different
number and type of physics objects required in their final
states, or have a negligible number of overlapping events.
They are therefore treated as statistically independent. The
profile-likelihood-ratio test statistic [42] is used to obtain
upper limits on the cross section of resonant hh production

with the CLs method [43]. For signal masses up to 3 TeV,
the limits are computed using asymptotic formulae [42]. At
higher masses, the asymptotic approximation is inaccurate
due to the limited number of background candidates and
the limits are computed by sampling pseudoexperiments.
Systematic uncertainties related to the data-taking con-

ditions, such as those associated with the integrated
luminosity and the modeling of the effect of multiple
interactions in the same and neighboring bunch crossings
(pileup), are considered correlated across the searches.
Uncertainties related to reconstructed quantities used by
multiple searches and theoretical uncertainties on simulated
signal and background processes are treated as correlated
where appropriate. Part of the b-tagging uncertainties and
the signal parton shower modeling uncertainties are treated
as uncorrelated due to different definitions and implemen-
tations in the individual analyses. Different uncertainties
dominate the combined limit in different mX ranges. These
correspond to the dominant uncertainties of the channel
most sensitive to resonant masses in that range. They are
photon scale and resolution, signal and background mod-
eling from bb̄γγ for low masses [18]; Z plus heavy-flavor
jets modeling and single-Higgs boson plus heavy-flavor
jets modeling from bb̄τþτ− for intermediate masses [17];
and multijet modeling, jet mass resolution, and flavor-
tagging from bb̄bb̄ for high masses [16]. The total impact
of the systematic uncertainties on the combined limit is
between 3% and 10%, depending on mX, and the impact of
ignoring systematic uncertainty correlations between the
three channels is of the order of 1%.
The results of the combination are compatible with the

predictions from the SM backgrounds across the tested mX
range from 251 GeV to 5 TeV. Figure 1(a) shows the local p
value as a function of mX for a narrow resonance that
decays into a pair of SM Higgs bosons. The largest
deviation is observed at 1.1 TeV and corresponds to a

(a) (b)

FIG. 1. (a) Local p value and (b) observed and expected upper limits at the 95% CL on the resonant Higgs boson pair production cross
section as a function of the resonance mass mX. The symbol h denotes a SM Higgs boson with a mass 125 GeV.
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HL-LHC Prospects

◈ Latest ATLAS combination projection using the three most sensitive channels of , ,  
[ATLAS-PHYS-PUB-2022-053]


◈ Updated ATLAS projection of the updated channel [ATL-PHYS-PUB-2024-016]


✦ Updated categorization optimization and improvements of b-tagging and -identification algorithms 


✦ Expected to observe HH with the significance of 3.8  (4.9 )

bb̄γγ bb̄τ+τ− bb̄bb̄

bb̄τ+τ−

τ
σ σ
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(a) GN2 improvements (b) Y1 scaling

Figure 10: Left: The impact of changing from the DL1r 1-tagger at a 77% 1-efficiency working point (solid
lines) to the GN2 tagger at a 82% working point (dashed lines) as a function of the integrated luminosity for
the various uncertainty extrapolation scenarios. Right: Generic impact of a varied 1-tagging efficiency at the
current 2- and light-jet rejection rates on the �� significance for different uncertainty extrapolation scenarios at an
integrated luminosity of 3000 fb�1. The dashed horizontal lines indicate the thresholds to claim ‘evidence‘ (3f) and
‘observation‘ (5f).

Figure 11: Generic impact of a varied hadronically decaying g-lepton identification efficiency on the expected ��
signal significance at the current background rejection rates for different uncertainty extrapolation scenarios at an
integrated luminosity of 3000 fb�1. The dashed horizontal lines indicate the thresholds to claim ‘evidence‘ (3f) and
‘observation‘ (5f).

6 Conclusion

HL-LHC projection studies for the search for Higgs boson pair production in the 11̄g+g� decay channel are
presented in this note. The projections are based on a variety of extrapolation scenarios for the systematic
uncertainties from the current analysis of the LHC Run 2 collision data set.

Assuming SM-like �� production, a signal significance of 3.5f is expected in the baseline extrapolation

18

Figure 9: Projected significance for SM �� production combining the 11̄WW, 11̄g+g� and 11̄11̄ channels from
1000 fb−1 to 3000 fb−1 at

p
B = 14 TeV at the HL-LHC assuming the four different uncertainty scenarios described

in the text. The significance is evaluated using a signal plus background Asimov dataset generated under the SM
hypothesis.

Figure 10: Projected �� significance combining the 11̄WW, 11̄g+g� and 11̄11̄ channels for different ^_ hypotheses
at
p
B = 14 TeV, 3000 fb�1 at the HL-LHC assuming the four different uncertainty scenarios described in the text.

The significance is estimated on Asimov datasets produced under the signal plus background hypothesis, where the
signal is generated with the ^_ value under test. Dashed horizontal lines correspond to 3f and 5f. The dashed
vertical line indicates the SM hypothesis of ^_ = 1.

To further characterize the sensitivity of the 11̄WW, 11̄g+g� , and 11̄11̄ combination, Figure 11 and Table 9
summarize the 95% CL limits on the �� signal strength and cross-section for the various systematic
uncertainty scenarios, assuming the absence of Higgs boson pair production. The cross-section limits are
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Summary
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◈ Updated ATLAS HH combination with full Run 2 data：


✦ Double-Higgs production signal strength constrainned with observed (expected) 95% CL 
upper limit of < 2.9 (2.4) 


✦ Higgs boson self-coupling modifier  constrained with observed (expected) 95% CL 
intervals of −1.2 <  < 7.2 (−1.6 <  < 7.2) 


✦ Quartic HHVV coupling modifier  constrained with observed (expected) 95% CL 
intervals of 0.6 <  < 1.5 (0.4 <  < 1.6) 


◈ New ATLAS projections for the HL-LHC at 3000 fb-1 obtained, but not based on fully latest 
individual HH results


◈ More promising results with Run3 and HL-LHC

μHH

κλ
κλ κλ

κ2V
κ2V κ2V


