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Motivation
MicroTCA can get very simple and very complicated.

Your application requirements can change the MicroTCA system 
significantly.

• Many different applications using the same standard → 

– The standard is quite flexible → 
● System engineering becomes less straight forward

● For the newcomers, the task of assembling a new system from scratch 
can be daunting.

This tutorial will show some of the critical elements of MicroTCA 
systems that effect design decisions.

Credit: r/birdsarentreal

It works != Best solution



Choose the right MTCA Crate
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Choose the right MTCA Crate
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The trade off between functionality – redundancy – reliability 

Questions to ask:

● How many AMC cards do you need?
● How about redundancy? (Power Module, MCH …) 
● What kind of AMC cards?
● RTM cards necessary? 

● RF Backplane Necessary?
● How should be the AMC Backplane configuration? 

– Fat Pipe Configuration (PCIe, 10/40 GigE, SRIO ..)

– Point-to-Point Links 
– SATA

– JTAG on Backplane? 



Choose the right 
AMC+RTM Pair



Page 6

Choosing the right AMC + RTM
Importance of Zone2/3 Connectivity

● Mostly : AMC → COTS 
● RTM → In-house development or COTS
● The MicroTCA.4 Standard does not dictates how 

Zone2 and Zone3 connector should be.
• There are recommondations done by 

companies/facilities. 
• The interoperability might be an issue. 

Flexible

Strict
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Choosing the right AMC + RTM
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Analog signal performance of Zone3

● Critical Question: How do I transfer 
analog signals inside the MicroTCA 
environment?

– Direct injection from front panel 
of AMC

– Over Zone3

● Analog signal transfer over Zone3 
can be limited in terms of maximum 
frequency >200MHz is problematic 
for LLRF applications

● Solution: New connector: 
COAXIPACK 2 from Radiall

– Upto 3GHz

●

A new Zone 3 Class for RF Signals up to 3 GHz in MicroTCA.4 Johannes Zink, MTCA Workshop 2019
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RF Backplane (MicroTCA.4.1)
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Motivation: Getting rid of spaghetti, better management for analog signal distribution

Before After
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RF Backplane
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Before



Know your AMC-Backplane
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Know your AMC Backplane
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Which ports to use on your application?

Protocols on the AMC backplane 

● IPMI (Management)
● Gigabit Ethernet       (Ports 0-1)
● SATA*       (Ports 2-3)
● Fat Pipe + Extended Fat Pipe*     (Ports 4-11)

– PCIe
– SRIO
– 10/40 GbE

● Point-to-Point Links* (Ports 12-15)
● MVLDS* (Ports 17-20)
● Clocks*        (TCLKA,TCLKB TCLKC,FCLK)
● JTAG*

● * → Changes depending on the crate/application

Pro Tip:

Don’t know how your crate backplane looks like?

Backplane configuration is stored on the Carrier FRU 
EEPROM (FRU ID: 253) 

NAT MCH: ‘show_fruinfo 253’
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Know your AMC Backplane

| Application Development on the MicroTCA.4 Platform: Challenges and Solutions| China MTCA Workshop 2024 |Çağıl Gümüş, 18.09.2024

Eg: PCIe

MicroTCA Crate can offer PCIe lanes in 
different ways:

---------------------------------------
Ports 4-7 (x4) → MCH #1
Ports 8-11(x4) → MCH #2
---------------------------------------
Ports 4-11(x8) → MCH #1
---------------------------------------

Critical Question #1: 
How much bandwidth/latency does your application require?

Critical Question #2: 
Does my MicroTCA crate satisfy the answer to Critical Question #1?

Future

Now
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PCIe Root Complex outside of the crate
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Suffering from weak CPU-AMC? Here is your solution

Pros:
● Cheaper & Powerful PC outside of 

80W limitation
● Many choices in the industry for 

parts
● Many more PCIe slots available on 

the motherboard for more cards

Cons:
● CPU is not managed by MCH
● Boot sequence of crate and PC has 

to be done properly

Effects MCH selection!
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Know your AMC Backplane
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Point to Point Links

Point to Point links offer direct communication 
from FPGA to FPGA. 

Used for data aggregation / fast feedback 
between boards

These lines are ‘hard wired’. Double check the 
connectivity before ordering.
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Know your AMC Backplane
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Examples of P2P Links

Use Case Example: 

Data aggregation on point-to-point links on 
Europan-XFEL LLRF Crates:

Probe + Forward + Reflected signals of 16 
cavities gets send to main controller board.

Some numbers: 
6.25Gbps link rate
Sending 11x32 bits payload packet
End to End latency: ~344ns 

Higher data rates with fully occupied crates are 
harder to achieve because of big EMI issues.



Visualize how the data moves 
inside the MTCA Crate
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Document the Data Transfer inside Crate
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Tracing the Data Transfer inside the MTCA Crate
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FPGA board

CPU board

MCH

PCIe
switch

CPU FPGA

backplane on-board
memory

memory
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2



Know your clocking options
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MLVDS
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● Multipoint LVDS is used in MicroTCA for 
communication between cards. 

● Ports 17-20 Can be used to forward 
clocks, triggers and interlocks to all 
other cards on the crate.

● Mesh Topology

– One AMC acts as a driver

– other cards can be configured as 
receivers.

● Wired OR is also possible in MLVDS

– more than one card can drive the 
same line (with the same polarity)
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Clock Distribution inside MicroTCA 
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● MCH can be used to distribute clocks inside the 
MicroTCA crate

● TCLKA/B/C/D and FCLK can be generated

● Specially useful for synchronizing multiple AMCs 

NAT-MCH CLK-PHYS-Module – Technical Reference Manual

PICMG AMC.0 Specification



Page 22

Clocking Options for an AMC

| Application Development on the MicroTCA.4 Platform: Challenges and Solutions| China MTCA Workshop 2024 |Çağıl Gümüş, 18.09.2024

Case in point: SIS8300-L2 from Struck GmbH
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Clock Jitter effects on ADCs
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For digitizers with high input frequencies, jitter 
of the ADC clock becomes important.

The amount of clock jitter will set the maximum 
SNR that you can achieve for a given input 
frequency  

Dr. Frank Ludwig | 5th MicroTCA Workshop | High Performance Measurement Applications in MicroTCA.4

Linear Technology | Understanding the Effect of Clock Jitter on High Speed ADCs Design Note 1013



Learn how to use IPMI
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What is IPMI?
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● MicroTCA Standard uses: IPMI (Intelligent 
Platform Management Interface) for 
management.

● Specification is led by Intel. Widely used in 
computer system vendors.

● I2C based protocol that is message-based 
interface
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Use Open Source tools for IPMI
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● 3 main projects for open-source 
tool (Windows/Linux) for 
controlling IPMI-enabled systems:
– ipmitool
– OpenIPMI
– FreeIPMI

● By-pass MCH and gain full 
control of the crate

● Abstraction layer between 
System Manager and System
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Edit FRU with frugy
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● frugy is a open-souce tool from 
MicroTCA-Technology Lab.

● Generated EEPROM images according to 
the IPMI FRU Standard from YAML 
configuration files.

● Especially useful for people developing a 
custom AMC board. 

● Can be used to ‘edit’ existing FRUs
– eg. lowering required current for 

specific AMC on a heavily occupied 
MTCA crate

– Edit Inventory information with custom 
ID for your own company
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IPMI Security
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● In today’s standards IPMI can be 
considered ‘not secure enough’

● Several vulnarabilities:
– Insecure input validation

● Bad Privilage Checking
– Shell Injection Vulnerabilities
– Buffer Overflow Vulnerabilities

● Things to do:

– Keep IPMI firmware up to date (Even 
though it is EOL)

– Change default passwords

– NEVER configure IPMI devices on 
public IP addresses.

● Isolate them on a physically 
separated network.



Exploit all Firmware Upgrade 
Options
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Firmware Upgrade of AMCs
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● Use PCIe/Ethernet to send the bit file to FPGA 
and trigger reconfiguration. (Xilinx: ICAP)

– Fast! (~ seconds) 

– If you lose PCIe/Ethernet this method is 
useless.

● Use HPM (Hardware Platform Management) 

– Created by PICMG

– Uses IPMI bus to send the firmware data 

– Extremely slow (Ultrascale ~ 1 hr) 

– Can update MMC firmware

● Use JTAG

– From AMC backplane 

– From JTAG Connector on the PCB



Use
 
MSK-DESY FPGA Framework:

FWK
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Use Open Source libraries for Quick Start
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● MSK-Group of DESY has open-sourced its FPGA framework called FWK.

→ Talk by Michael Buechler tomorrow 
● Many BSP’s available for modern AMC’s
● Petra IV: Motion Control Project (Open-Source based on DAMC-MOTCTRL) 

→ Talk by Michael Randall tomorrow.
● Tools: Yocto, Scripts, Example Python Applications etc.

gitlab.desy.de/fpgafw

https://gitlab.desy.de/fpgafw


Thank you



Contact

Deutsches 
Elektronen-Synchrotron

www.desy.de

Çağıl Gümüş (CJ)
FPGA Team MSK DESY
cagil.gumues@desy.de
+49408998 3760
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