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Typical collider experiment workflow
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Image credit to Front. Big Data 4:661501

https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2021.661501/full


ML for jets — Highlights on established DNN techniques, facilities, and key applications

Congqiao Li (Peking University) 21 November, 2024FTCF 2024

FTCF 2024

Typical collider experiment workflow

3

Image credit to Front. Big Data 4:661501

ML is everywhere…

• proton distribution 
function: NNPDF 

• 🚧  ML for 
hadronisation

• fast detector 
simulation

• vertex finding 
• track finding 
• jet clustering and 

jet tagging 
• ML-based particle-

flow algorithms 
(connecting tracks and 
calo towers)

• event-based 
classifier (BDT, 
DNN…) 

• simulation-based 
inference 

• ML-based unfolding

https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2021.661501/full
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ML is everywhere…

• proton distribution 
function: NNPDF 

• 🚧  ML for 
hadronisation

• fast detector 
simulation

• vertex finding 
• track finding 
• jet clustering and 

jet tagging 
• ML-based particle-

flow algorithms 
(connecting tracks and 
calo towers)

• event-based 
classifier (BDT, 
DNN…) 

• simulation-based 
inference 

• ML-based unfolding

• Focus on reco-level and analysis-level cutting-edge 
ML techniques related to jets (algorithms, facilities, 
applications…) 

• Put emphasis on techniques already deployed in 
experiments and those widely acknowledged as 
mature techniques to deploy 

• Disclaimer: I hope not to bring personal biases (sorry 
if I do); wish to share insights across experiments!

https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2021.661501/full
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Jets at hadron colliders
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Image from link

Jets: collimated particle sprays 
• they are streams of particles 

originating from quarks or gluons 
due to hadronisation. 

• most ubiquitous objects at a 
hadron collider 

• encodes information about QCD 
dynamics 

•Jet tagging: identify 
the origin of the jets 
(quark or gluon? quark 
flavours?)

https://cms.cern/news/three-charm
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Jets at hadron colliders
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• Experiments also reconstruct large-R jets, 
which can be initiated from a energetic 
(highly Lorentz-boosted) resonance particle
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Evolution of jet NNs
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feed-forward NN 1D/2D CNN, RNN graph NN, Transformers(high-level inputs) (low-level inputs)
(low-level inputs)

Shallow networks

✦ Using high-level features 
directly as input to a 
shallow network

??
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✦ Using particle-level features 
✦ Input data structure determines 

the type of networks

• jet as a image (fixed-grid data 
structure) 

• jet as a sequence → 1D CNN or 
RNN

Deep NN with low-level inputs

Typical CNN Typical RNN
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✦ Using particle-level features 
✦ Input data structure determines 

the type of networks

• jet as a image (fixed-grid data 
structure) 

• jet as a sequence → 1D CNN or 
RNN

Deep NN with low-level inputs

Typical CNN Typical RNN

??

Graph structure

✦ Graph neural networks
• treat a jet as a permutational-invariant 

set of particles (or, point cloud) 
• build “edges” between particles

✦ Transformer networks

Typical graph

• modern architectural designs; like a 
full-connected graph
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GNNs and Transformers

➔ Modern architectures do right: (DNNs that better suit the particle-format 
data?) 
❖ inductive bias: particle-format data has their intrinsic symmetries  
‣ permutational-invariant symmetry: GNN is better than CNN/RNN; native 

Transformer (w/o positional encoding) 

‣ Lorentz symmetry: adding “pairwise particle masses” to input features 

❖ let particles interact:  
‣ “message passing” in GNNs and attention 

mechanism in Transformers 

❖ Scale better with data and model size: Transformers!

7
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ParticleNet and its applications
➔ ParticleNet, based on dynamic graph GNNs 

❖ treat jet as a (permutational-invariant) set of 
point clouds 

❖ define “a local patch” for each particle by k-
nearest neighbours and apply convolution 
(EdgeConv)

8

Applications in CMS
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https://doi.org/10.1016/j.physletb.2022.137392
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ParticleNet and its applications
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Muon bundle reconstruction
JINST 16 (2021) 10, C10011,  
PoS ICRC2021 (2021) 1048

PoS(ICRC2021)1048
Muon bundle reconstruction with KM3NeT/ORCA using GNNs Stefan Reck

(a) all events (b) events with two or more muons

Figure 1: Absolute di�erence between reconstructed and true zenith angle plotted over the true zenith angle
for selected atmospheric muons in ORCA4. Shown are the median and the 68% band for the classical
reco (orange) and the deep learning reco (blue). Since it was trained on the expected distribution, the deep
learning reconstruction is biased for true cosine zeniths below 0.5, leading to an increase in the error. Most
atmospheric muons are not in that region. Deep learning provides a slight improvement in the median for all
events (left), which is mostly due to events with two or more muons (right).

Figure 2: Data-MC comparison of the reconstructed zenith angle for the classical approach (orange) and
deep learning (blue). A cut is used on the classical reconstruction quality in order to remove noise and
multi-muon events. Each curve is normalized to have an integral of 1, so only the shapes are compared in
this plot.
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 search
Yunxuan Song, Yangu Li et al.

Λ+
c → ne+ν Cosmic ray pattern identification

Astropart.Phys. 126 (2021) 102527

with index a applied to pixel i of a single channel
image reads:

fa
i =

knX

j=1

✓aj xij (5)

with the result fa
i stored in a feature map, which in

turn is scanned by further filters after adding a bias
and applying an activation function. In addition
to Cartesian grids, spherical grids have also been
used in convolutional networks [63, 39] based on
the healpix pixelization [55].

Usually, filters for deeper layers receive informa-
tion from more distant pixels due to the increas-
ing receptive field of view, so that in a figurative
sense short-range correlations can be examined in
the first layers and long-range correlations in the
deeper layers. All K filters indexed a with their
respective parameters are trained on the basis of a
task formulated in the objective function.

3.2. Graph convolutional networks

A problem for applications of CNNs in astropar-
ticle physics is that the arrival directions of cosmic
rays are continuously distributed. If one wants to
position them artificially on a grid corresponding
to the experimental directional resolution, the pixel
occupancy is extremely sparse on the one hand and,
on the other hand, in a few pixels several particles
may be found which requires an algorithm to ag-
gregate the information. Both aspects are rather
unfavorable for the actual application as this leads
to loss of information or major computational costs.
Furthermore, most convolution algorithms are de-
signed for Euclidean manifolds and therefore cannot
handle the symmetry of spherical data.

The concept of graph convolutional networks

(GCN) [64, 65] solves the unnatural requirement
of particles placed on a regular grid. In GCNs,
each particle can be treated individually with its ar-
rival direction. All particles together form a point
cloud and, when using a specific neighborhood as-
signment, a graph. Here, the exact alignment and
position of the particles has to be considered in the
convolutional operation and in the structure of the
graph. In this astroparticle-physics application, the
graph is constructed in a spherical shape as the cos-
mic rays arrive almost uniformly from all directions
onto Earth. The particles in immediate proximity
to each other in the coordinate space are then re-
garded as the environment for a convolution. In
contrast to standard convolutional networks, the

explicit cosmic ray can still be identified in the
deeper network layer allowing for node classifica-
tion and high interpretability.

3.3. Dynamic graph convolutional neural networks

The special feature of dynamic graph convolu-
tional neural networks (DGCNNs) is that in each
layer the original graph is projected onto another
graph with arbitrary dimension in coordinate space
as illustrated in Fig. 3. Each particle can still be
followed through the network, however, its nearest
neighbors have changed. The high-dimensional co-
ordinates which for each transition define the near-
est neighbors and thus the graph are derived from
the properties (features) ~xc of the particles, e.g. ar-
rival direction, energy, shower depth, etc.
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Figure 3: Principle of a dynamic graph convolutional neu-
ral network with the example of 8 cosmic rays with arrival
coordinates (x, y) and properties ~xc (features). The convo-
lution operation is performed by a neural network on the
coordinates and features, using the 2 nearest neighbors of
each particle. The result of the operation is placed in a
new high-dimensional space, thereby changing the neighbor-
hood of the cosmic rays. In this way, the arrival patterns
of the cosmic rays, even if they are distributed over the en-
tire sphere, can be jointly characterized immediately in the
following network layer.

For the convolution using the kernel, the kn near-
est neighbors of a particle i are considered. Particle
i has M -dimensional properties ~xi,c which will be
related to the properties of the kn neighboring par-
ticles. The convolutional operation is implemented
following [42] using a neural network which depends
on all values of ~xi,c, and the di↵erences ~xi,c � ~xij ,c

between the M properties of the particle i and those
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Median of the first 27 feature dimensions

Figure 7: Classified arrival directions: the color scale in-
dicates the median of the first 27 feature dimensions. A
cosmic ray is identified as signal with a median of the 27
feature values greater than 3 and is otherwise attributed to
isotropy. The signal pattern (denoted by filled circles) is
correctly identified.

e�ciency and purity as a function of the number of
signal particles of a source separately for the sce-
nario with pure helium and for the mixed composi-
tion.

For the helium scenario, 18 signal particles from
one source were required to achieve a significance
of 5 standard deviations (cf. Fig. 5). If the pat-
tern is detected, in median all 18 cosmic rays are
identified correctly with an e�ciency of 100 percent
as shown in Fig. 8a. Nevertheless there are cases
where fewer or even no cosmic rays with median
feature dimension values above 3 are detected re-
sulting in cases with a low e�ciency. This is shown
by the shaded region representing the 68% inter-
val in Fig. 8a. The median purity of 60% shown in
Fig. 8b is still rather low at NS = 18 and exhibits
a large spread. This means that, in addition to the
(in median) 18 correctly identified source particles,
(in median) 12 of the isotropically arriving particles
are incorrectly identified as signals. In the mixed
composition case, 31 identified source particles for
5 standard deviations have an e�ciency and purity
of around 60% � 70%.

4.3. Search for multiple cosmic-ray sources

In the third challenge, we again aim to identify
signal patterns in the arrival directions and ener-
gies of cosmic rays. Due to the general astrophys-
ical scenario used (see section 2.2), there may be
signal patterns from several di↵erent sources, each
contributing di↵erent numbers of cosmic rays.

(a)

(b)

Figure 8: Median e�ciency (a) and purity (b) of 500 simu-
lated sets as a function of the number of signal cosmic rays
NS coming from a single source. The remaining (1000�NS)
cosmic rays are distributed isotropically. Both the pure he-
lium (solid red) and the mixed composition (blue) are shown.
Transparent bands represent the 68% quantile.

For this analysis we use the dynamic graph con-
volutional network (DGCNN) with the extension
of the coordinate space from the second network
layer onward by considering the arrival directions of
the particles as well as the features resulting from
both the particles and their neighborhoods. Thus,
the network has the possibility to change neighbor-
hoods in deeper layers in such a way that neighbor-
hood properties can be exploited for the respective
challenge. Here, we find that the dynamic graph
network performs better than the graph network

10

Jet origin identification
PRL 132 (2024), 221802

Eur.Phys.J.C 84 (2024), 152

Talk by Yunxuan Song

Talk by Manqi Ruan

credit to Huilin’s slidesOther selected applications

Talk by Yangu Li today

arXiv: 2410.13515, accepted by Nature Commun.

Talk by Manqi

https://indico-tdli.sjtu.edu.cn/event/2422/contributions/12008/attachments/4716/7583/GNN4HEP_H_Qu_20240712.pdf
https://indico.pnp.ustc.edu.cn/event/1948/contributions/18159/attachments/6712/10400/NeuRec_241121.pdf
https://arxiv.org/abs/2410.13515
https://indico.pnp.ustc.edu.cn/event/1948/contributions/17313/attachments/6673/10349/AI%20usage%20at%20Higgs%20factory%20-%20v3.pdf
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Transformer jet taggers in ATLAS/CMS
➔ ATLAS/CMS “flagship” jet taggers have all switched to the Transformer architectures 

❖ much improved b-tagging performance (to reject c-jets and light jets)  
❖ huge progress has been made from 2016 (early Run-2) to 2024 (mid-Run3) !

10

ATL-FTAG-2023-01

Latest ATLAS tagger for small-R jets: 
Transformer-based GN2

CMS-DP-2024-066

Latest CMS tagger for small-R jets: 
Unified ParT (UParT)

https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2904702/files/DP2024_066.pdf
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Inference facility: ONNX runtime

➔ Both ATLAS and CMS use ONNX runtime 
inference engine 
❖ ONNX: “Open Neural Network eXchange” 

format, representing a BDT/DNN model  
‣ support model conversion from XGBoost 

(BDT models), TensorFlow, PyTorch… 

❖ ONNX runtime: accelerate ML inferencing 
across a variety of platforms 
‣ CPU/GPU environment for model inference 

‣ support C++/python interface and more! 

➔ Helper functions in the ATLAS (athena) and 
CMS (cmssw) software 
❖ for inference of jet taggers (with low-level 

inputs) in central workflow 
❖ also support inferencing custom DNN 

models at analysis level

11

https://onnx.ai/
https://onnxruntime.ai/
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Inference facility: SONIC

12

➔ Inference as-a-service (Iaas) 
❖ instead of using CPU for the whole data 

processing workflow, certain tasks can be run 
more efficiently on other specialised 
processors (i.e. coprocessors) 

➔ SONIC (Service for Optimized Network): 
❖ is the implementation of IaaS in experimental 

software frameworks

Comput Softw Big Sci 8, 17 (2024)

• Test delivered to run CMS’s ParticleNet, 
DeepTau, and DeepMET algorithms 

• with SONIC approach 
• Improved throughputs on the large-scale 

tests

https://link.springer.com/article/10.1007/s41781-024-00124-1
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Modern model-agnostic searches

13
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Modern model-agnostic searches

➔ Begin of journey in the modern (machine-learning-based) model-agnostic 
searching scheme at LHC 
 
 
 

14

PRL, 121 (2018) 24, 241803

https://doi.org/10.1103/PhysRevLett.121.241803


ML for jets — Highlights on established DNN techniques, facilities, and key applications

Congqiao Li (Peking University) 21 November, 2024FTCF 2024

FTCF 2024

Modern model-agnostic searches

➔ Begin of journey in the modern (machine-learning-based) model-agnostic 
searching scheme at LHC 
 
 
 

14

PRL, 121 (2018) 24, 241803

➔ A “general method” for resonant search with minimal requirements 
❖ resonance localised in a mass window 

❖ can be reconstructed by two hadronic large-R jets 

➔ General strategy:  
❖ scan on the mass spectrum → apply model-independent selection → purify the 

signal 

➔ With no significant evidence of new physics found at LHC, a broader search 
strategy will be a meaningful 

https://doi.org/10.1103/PhysRevLett.121.241803
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Weakly-supervised approach

15

➔ Proposed “CWoLa (classification without labels) 
Hunting” 
❖ allow to detect anomalies purely from data 

❖ train a classifier for mass window vs mass sideband 
(mixed sample 1 vs 2) 

❖ can prove that the effect is equivalent to training S vs B

Equivalent effect for training S vs B

JHEP 10 (2017) 174

https://doi.org/10.1007/JHEP10(2017)174
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❖ allow to detect anomalies purely from data 

❖ train a classifier for mass window vs mass sideband 
(mixed sample 1 vs 2) 
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Equivalent effect for training S vs B

JHEP 10 (2017) 174

PRL, 121 (2018) 24, 241803Training input

https://doi.org/10.1007/JHEP10(2017)174
https://doi.org/10.1103/PhysRevLett.121.241803
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Weakly-supervised approach
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PRL 125, 131801 (2020)

Select on the trained weakly 
supervised classifier in each signal 
regions, and search for the peak

Application in ATLAS

CMS-PAS-EXO-22-026

2-prong + 2-prong 3-prong + 3-prong

In a recent work, CMS 
systematically test all 
model-agnostic 
approaches to search 
for resonance

https://doi.org/10.1103/PhysRevLett.125.131801
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/EXO-22-026/index.html
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Autoencoder approach

17

a compressed jet representation

input jet reconstructed jet

➔ A view on (variational) autoencoder 
for anomaly detection 
❖ Training on SM background jet  → 

anomalous jet will produce 
outlier latent scores  → make 
selection on the score 

➔ Use autoencoder for anomaly 
detection has industry basis
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ATLAS’s model-agnostic search

18

➔ ATLAS applies full-event-level anomaly 
detection 

➔ Train “autoencoder” and select on the score 
➔ Search in 9 invariant masses including di-

jet, di-b-jet, with three anomaly regions

PRL 132 (2024) 081801

https://doi.org/10.1103/PhysRevLett.132.081801
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Conclusion

➔ We highlight recent advances in ML for jets from three aspects 

❖ novel algorithms (GNN and Transformers) and their applications 

‣ hope to shed light across experiments regarding network designs: why they are 
found helpful to process particle-format data 

‣ ATLAS/CMS’s most recent developments in jet tagging (Transformers are the 
leading designs) 

‣ ParticleNet’s broad application across the fields (and possibly Particle Transformer and/

or its alternatives shortly) 

❖ model inferencing facilities in ATLAS/CMS 

‣ ONNX runtime and SONIC 

❖ novel ML paradigm (model-agnostic search) at the LHC 

‣ weakly-supervised approach and autoencoder approach 

‣ their applications in ATLAS/CMS

19


