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Abstract: In this paper, a geometry management system (GMS) is designed for the Offline Soft-
ware of Super Tau Charm Facility (STCF) in China. Based on the eXtensible Markup Language
(XML) and Detector Description Toolkit for High Energy Physics Experiments (DD4Hep), the
system provides a consistent detector-geometry description for different offline applications, such
as simulation, reconstruction and visualization. It is being used for detector optimization and
performance evaluation with a customized full detector simulation package (FullSim). The paper
presents the design, implementation, and performance of the GMS.

Keywords: Simulation methods and programs; Software architectures (event data models, frame-
works and databases); Data processing methods; Performance of High Energy Physics Detectors

∗Corresponding author.

c© 2021 IOP Publishing Ltd and Sissa Medialab https://doi.org/10.1088/1748-0221/16/04/T04004

mailto:dliu13@ustc.edu.cn
https://doi.org/10.1088/1748-0221/16/04/T04004


2
0
2
1
 
J
I
N
S
T
 
1
6
 
T
0
4
0
0
4

Contents

1 Introduction 1

2 STCF detector and geometry management requirements 2

3 Implementation 4
3.1 Geometry description package 4
3.2 Repository structure and construction of geometries 4
3.3 Design of geometry management system 5
3.4 Outlook 6

4 Performance of geometry management system 7
4.1 Detector optimization 7
4.2 Software performance 8

5 Conclusion 9

1 Introduction

The Super Tau Charm Facility (STCF) [1] is a proposed high-luminosity electron-positron collider
operating in the transition interval between nonperturbative and perturbative quantum chromody-
namics (QCD). The facility is currently in the conceptual design stage of its research and devel-
opment in China. Its designed peak luminosity exceeds 0.5 × 1035 cm−2s−1 with center-of-mass
collision energy between 2 and 7 GeV. The facility has wide-ranging physics goals and will provide
a unique platform to further study charmonium physics, charmed hadron physics, light hadrons, 𝜏
physics, QCD, and new physics. In the future, STCF will play a crucial role in the high-intensity
frontier of elementary particle physics worldwide.

The Offline Software of Super Tau ChARm Facility (OSCAR) is developed based on the
Software for Non-collider Physics ExpeRiment framework (SNiPER) [4], which is a light-weight,
efficient and flexible framework that depends on only a few external packages such as Geant4 [5],
ROOT [6] and Python. SNiPER supports both “Non-Collider Physics” and “Collider Physics”
modes and has been adopted by the Jiangmen Underground Neutrino Observatory (JUNO) [7, 8]
and the Large High Altitude Air Shower Observatory (LHAASO) [9] experiments. OSCAR is
designed for the STCF experiment to facilitate the detector optimization, experimental performance
studies, and potential physics discoveries. OSCAR includes generator, simulation, digitization,
calibration, reconstruction, visualization, and analysis applications.

Offline applications require a detector geometry description. The geometry management system
(GMS) should support the core functionality of providing a uniform detector geometry description
to different offline applications. An inconsistent geometry description will lead to errors and
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incompatibility problems in the offline jobs of detector simulation chains. Thus, the geometry
should be initialized from a single source and the consistency of detector geometry description for
different applications should be ensured. Therefore, GMS is designed and developed to implement
this functionality in OSCAR.

In this paper, we first introduce the STCF detector conceptual design and the requirements for
detector geometry management. Next, we describe the implementation of the GMS in detail. Finally,
we demonstrate the workflow of detector optimization and performance of the GMS with a test run.

2 STCF detector and geometry management requirements

The experimental apparatus at STCF includes a general-purpose detector that probes the final
state products of positron-electron collisions. The conceptual design is shown in figure 1. With
increasing radius from the beam-line, the sub-detectors are as follows: Vertex Detector (VTD),
Main Drift Chamber (MDC), Particle Identification Detector (PID), Electromagnetic Calorimeter
(ECAL), and Muon Counter (MUC). In addition, the detector system relies on two auxiliary devices:
Machine-Detector Interface (MDI) and Superconducting magnet (SC).

As the innermost tracking detector, the VTD records the information near the collision point,
and is used for vertex reconstruction, which improves the detection efficiency and momentum
resolution of the charged tracks. The MDC surrounds the VTD in a cylindrical sensitive area,
ensuring precise momentum and energy loss (d𝐸/d𝑥) measurements of the charged particles. The
MDC is surrounded by the Particle IDentification (PID) system, which comprises two Cherenkov
detectors: a Ring Imaging CHerenkov counter (RICH) in the barrel region and a Forward Time-Of-
Flight detector (FTOF) in each end-cap region. The PID system aims to provide excellent particle
identification for protons, muons, pions, and kaons. The ECAL, placed outside the PID system,
measures the energy and position of the electromagnetic showers generated by photons or electrons.
The outermost sub-detector is the MUC which is composed of sandwich-like structures of hadron
absorbers and Resistive Plate Chamber (RPC) arrays. The MUC mainly distinguishes muons from
other charged hadrons escaping from the ECAL, especially pions.

As it is a very complicated task to design the STCF detector and requires collaboration between
different working groups, the geometry description of sub-detectors should be independent so that
groups can work separately. The GMS is designed to provide a unified software environment for
designing sub-detectors, wherein each group can conveniently optimize its sub-detector to meet
the requirement of the intended physics goals. The aspect of detector design and performance is a
major concern for physicists, thus extensive detector simulations and optimizations are essential.

Before the final detector design, different technical solutions may be proposed and compared.
For example, the VTD has two very different design options (see figure 2). In the 𝜇RWell [10]
design (figure 2a), 3 layers of 100 μm-thick 𝜇RWell foil acting as an electron multiplier and charge
collector constitute the main components of the detector. In the Inner Silicon Detector (ISD) design
(figure 2b), silicon pixel detectors or silicon strip detectors serve as the critical components. The
GMS should work with different detector designs and provide a simple way to switch between them.
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Therefore, the GMS should meet the requirements as summarized below:

(1) Provide a consistent geometry description for offline applications;

(2) Provide a unified and user-friendly software environment for detector designers and scientists;

(3) Support flexible geometry combinations of sub-detectors and easy switching among different
designs;

(4) Easy to use.

Figure 1. Conceptual design of the STCF detector. From the Interaction Point (IP) to the external space,
the full detector comprises five sub-detectors: Vertex Detector (VTD), Main Drift Chamber (MDC), Particle
IDentification system (PID), Electromagnetic Calorimeter (ECAL), and Muon Counter (MUC).

(a) 𝜇RWell design option. (b) ISD design option.

Figure 2. Layouts of the two VTD detector designs: the 𝜇RWell design (left) and the inner silicon detector
(ISD) design (right).
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3 Implementation

3.1 Geometry description package

The STCF detector is a composite system typically comprising more than 200,000 components of
the five sub-detectors and two auxiliary devices. The geometry information of these large number of
components needs to be delivered to different offline software applications with different formats.
Therefore, the GMS should support easy transition between different formats of geometry and
guarantee the consistency.

Several geometry description tools are extensively used in the high energy physics (HEP)
experiments, including Geometry Description Makeup Language (GDML) [11], TGeometry of
ROOT (TGeo) [12], and DD4Hep [3]. DD4Hep is adopted to satisfy our requirements for GMS. The
DD4Hep toolkit was designed based on the experience of detector description in the Large Hadron
Collider beauty (LHCb) experiment [13, 14]. The advantages of DD4Hep are listed as follows:

(1) The geometries of different sub-detectors can be independently constructed and easily assem-
bled into a full detector. Therefore, detector designers can work on a specific sub-detector
without affecting others;

(2) DD4Hep supports geometry conversion to Geant4 (G4) [5] geometry objects. Using this
feature, Geant4-based detector simulation packages can be linked closely with GMS;

(3) DD4Hep provides a sophisticated 3D visualization plug-in to conveniently display and check
detector designs;

(4) DD4hep offers full technical support and maintenance from the developers. It has been
successfully applied in many high-energy physics experiments [15], such as LHCb, the
Compact Linear Collider detector (CLICdp) and the Future Circular Collider (FCC).

3.2 Repository structure and construction of geometries

The detector geometry description usually requires parameters of the basic elements and materials,
the sizes of volumes or structures, the positions and rotations of the detector components, as well
as the visualization attributes. To hold and manage these parameters, a customized repository with
hierarchical structure is designed in the GMS, as shown in figure 3. All parameters are stored in
the compact files with eXtensible Markup Language (XML) [2], which is human readable and can
be edited by any text editor: the library of elements and materials is shared by all sub-detectors; the
parameters of sub-detectors are kept in standalone daughter XML files; the whole STCF detector
description can be flexibly assembled by combining daughter XML files into a mother XML file;
and the parameters of different design options are arranged in different XML files with specific
version numbers, making it easy to switch between different sub-detector designs by changing the
compact files with version numbers. This feature allows a flexible configuration for the assembly
of different sub-detectors. A subversion (svn) server is set up to store the geometry repository so
that the latest geometry can be conveniently updated or checked out by users via the internet.

As shown in figure 4, the workflow of the detector geometry initialization includes two steps.
First, specialized 𝐶++ code fragments, called detector constructors, read and parse the geometry
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parameters from the XML-based repository and construct the generic detector description model
(based on TGeo) in memory. Then, the generic detector description model is converted to G4
geometry representation by the TGeo-to-G4 conversion interface. Both the construction and con-
version of the geometry rely on the mature DD4Hep functionalities and are encapsulated into the
detector geometry construction service (DetGeoConsSvc, a SNiPER-type package) so that it can be
dynamically loaded by applications when necessary. The geometry of the STCF detector is shown
in figure 5.

Figure 3. Structure of the geometry parameters repository. The library of elements and materials is shared
by all sub-detectors. Different sub-detector designs are separately managed in different XML files; if a
sub-detector has more than one designs, the parameters for different designs are stored in different XML files
with version numbers. A mother XML file can include several daughter XML files.

3.3 Design of geometry management system

The design and data flow of GMS in OSCAR are shown in figure 6. Pivotal functionalities are
encapsulated in SNiPER-type packages so that they can be dynamically loaded when running jobs.
Using geometry parameters in the XML-based repository, the detector geometry is firstly constructed
and automatically converted to G4 geometry via DetGeoConsSvc (introduced in figure 4). The full
detector simulation package (FullSim) utilizes the G4 geometry provided by DetGeoConsSvc to
simulate the response of the detector.

In the offline chain, detector simulation is based on Geant4, while the reconstruction, visual-
ization and analysis are heavily dependent on ROOT. To provide consistent geometry information to
these applications, a geometry analysis manager (GeoAnaMgr, a SNiPER-type package, introduced
in figure 7) is developed to retrieve the G4 geometry and convert it back to TGeo at the end of the
simulation. The geometry in TGeo format is written into a ROOT file for further use as input to
reconstruction, visualization, and analysis applications. The geometry and event data are designed
to be bundled together in the same output file to avoid inconsistency of the geometry in simulation
and other offline jobs.
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Figure 4. Workflow of the detector geometry initialization. First, the geometry parameters in the repository
are parsed by detector constructors, after which the generic detector description model is constructed in
memory. Then the generic detector description model is converted to G4 geometry. The functionality of the
geometry initialization is encapsulated in DetGeoConsSvc.

(a) (b)

Figure 5. Full detector described by the GMS and printed using the default 3D visualization plugin of
DD4Hep. 2D sections are viewed from different directions: (a) Z-R view and (b) X-Y view.

As described in figure 7, GeoAnaMgr is a SNiPER-type package based on two available
automatic geometry-conversion interfaces: GDML writer of Geant4 and TGDMLParse of ROOT.
To convert the G4 geometry to TGeo, the G4 geometry in simulation is first exported to a GDML file
by using GDML writer, and then the GDML representation is converted to TGeo by TGDMLParse.

3.4 Outlook

The GMS works closely with the Fullsim package. At the end of the simulation, the detector
geometry is saved in a ROOT file as TGeo format. Now a prototype service is designed to extract
the geometry information from TGeo geometry and provide it to offline applications including
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Figure 6. Overview of the GMS and data flow. DetGeoConsSvc reads the geometry parameters from
XML files and provides G4 geometry objects for the simulation (FullSim). At the end of the simulation,
GeoAnaMgr converts the G4 geometry to TGeo for further use in other applications.

Figure 7. Schematic and data flow of the GeoAnaMgr. The main function of the GeoAnaMgr is to convert
the G4 geometry in simulation to TGeo. The data flow in the dotted-line frame shows the conversion process
from G4 geometry to TGeo.

reconstruction, visualization, and analysis. In the future, the service will be redeveloped and
customized to support more features.

4 Performance of geometry management system

4.1 Detector optimization

At present, detector designers can use GMS and the FullSim package to evaluate and optimize the
detector design. To make the simulation reflect the experimental setup, the detector must be set in
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a realistic scenario with the other sub-detectors and auxiliary components, which can be achieved
by the GMS.

As an example, optimization of the ECAL is performed to test the workflow of the overall
system. The sensitive volumes of ECAL mainly comprise two parts, the barrel and the end-caps,
as shown in figure 8. A wedge-shaped cesium iodide (CsI) crystal constitutes the basic unit of the
detector and is shown in figure 8d. The shape and size of the sensitive unit influences the detector
performance. With the GMS, physicists can easily change the shape or size of the CsI crystal in
XML-based repository and study the effects of geometry on the energy and spatial resolution.

The energy and spatial resolutions of different CsI crystal designs as functions of incident
energy are shown in figure 9. Larger crystal size improves the energy resolution, while smaller
crystal size improves the spatial resolution. Therefore, physicists need to balance both the energy
and spatial resolutions when designing the CsI crystal units of ECAL.

(a) (b)

(c) (d)

Figure 8. The Layout of the ECAL: (a) the full sensitive volumes of ECAL; (b) the barrel part of ECAL; (c)
the end-cap part of ECAL; (d) a single wedge-shaped CsI crystal.

4.2 Software performance

Based on the present design of the STCF detector, we test the time required for the geometry con-
struction on a Dell R440 server with two Intel Xeon Silver 4116 CPUs. The geometry construction
includes two steps: TGeo-based detector geometry initialization in memory; and TGeo geometry
conversion to G4 geometry. The time taken for the two steps are 1.12 and 0.16 s, respectively (total
time: 1.28 s), which are listed in table 1. The first step takes most of the run time because DetGeo-
ConsSvc needs to read compact parameters in sequence from the geometry parameters repository.
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Figure 9. Performance of ECAL simulated using GMS and FullSim package. Panels (a) and (b) panels
plot the energy and spatial resolutions versus incident energy under different crystal sizes, respectively. The
crystal sizes of different designs are indicated in the plot. For instance, 5 cm-5×5 Array means the side length
of the end face of the crystal is 5 cm and each EMC shower is reconstructed with a 5×5 crystals array. All
the crystal designs have the same longitudinal length of 28 cm.

However, the total time is acceptable. The XML and ROOT file sizes of the same STCF detector
design are also compared in table 2.

Table 1. Time consumption of the detector geometry construction.

Steps Geometry construction Geometry conversion Total

Time consumption 1.12 s 0.16 s 1.28 s

Table 2. Comparison of XML and ROOT file sizes.

File XML ROOT

Size 100 KB 4 MB

5 Conclusion

In this paper, a GMS was developed in OSCAR to provide a consistent geometry description
for different offline applications and to set up a unified and user-friendly software environment
for detector designers. In addition, a flexible geometry assembly of sub-detectors and an easy
switching among different detector design options were achieved. Several packages were developed
to make the workflow of the system easy and efficient. Moreover, performance evaluation and
design optimization for STCF detectors were performed using the FullSim package along with
the GMS. In the future, the GMS will be redesigned and re-developed to serve a wide range of
applications, including reconstruction, visualization, and analysis.

– 9 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
T
0
4
0
0
4

Acknowledgments

The authors thank the staff of the STCF software group for their support. This work was supported
by the Double First-Class university project foundation of USTC, the National Natural Science
Foundation of China (U1932202), and the National Science Fund for Distinguished Young Scholars
(12025502).

References

[1] H.P. Peng, High Intensity Electron Positron Accelerator (HIEPA), Super Tau Charm Facility (STCF)
in China, talk at Charm2018, Novosibirsk, Russia, 21–25 May (2018), pg. 501.

[2] Extensible Markup Language (XML) webpage, https://www.w3.org/XML/.

[3] M. Frank, F. Gaede, C. Grefe and P. Mato, DD4hep: a detector description toolkit for high energy
physics experiments, J. Phys. Conf. Ser. 513 (2014) 022010.

[4] J.H. Zou et al., SNiPER: an offline software framework for non-collider physics experiments, J. Phys.
Conf. Ser. 664 (2015) 072053.

[5] GEANT4 collaboration, GEANT4 — a simulation toolkit, Nucl. Instrum. Meth. A 506 (2003) 250.

[6] R. Brun and F. Rademakers, ROOT: an object oriented data analysis framework, Nucl. Instrum. Meth.
A 389 (1997) 81.

[7] JUNO collaboration, Neutrino physics with JUNO, J. Phys. G 43 (2016) 030401
[arXiv:1507.05613].

[8] JUNO collaboration, The application of SNiPER to the JUNO simulation, J. Phys. Conf. Ser. 898
(2017) 042029 [arXiv:1702.05275].

[9] H. He, LHAASO project: detector design and prototype, in Proc. 31st ICRC, (2009).

[10] G. Morello et al., Advances on micro-RWELL gaseous detector, in 55th international winter meeting
on nuclear physics, Bormio, Italy (2017).

[11] R. Chytracek, J. McCormick, W. Pokorski and G. Santin, Geometry description markup language for
physics simulation and analysis applications, IEEE Trans. Nucl. Sci. 53 (2006) 2892.

[12] A. Gheata et al., A geometrical modeller for HEP, in International conference on Computing in High
Energy and nuclear Physics (CHEP 2003), La Jolla, CA, U.S.A. (2003).

[13] LHCb collaboration, LHCb reoptimized detector design and performance: technical design report,
CERN-LHCC-2003-030, CERN, Geneva, Switzerland (2003).

[14] S. Ponce et al., Detector description framework in LHCb, in International conference on Computing
in High Energy and nuclear Physics (CHEP 2003), La Jolla, CA, U.S.A. (2003).

[15] DD4hep showcases webpage, https://dd4hep.web.cern.ch/dd4hep/page/showcases/.

– 10 –

https://www.w3.org/XML/
https://doi.org/10.1088/1742-6596/513/2/022010
https://doi.org/10.1088/1742-6596/664/7/072053
https://doi.org/10.1088/1742-6596/664/7/072053
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(97)00048-X
https://doi.org/10.1016/S0168-9002(97)00048-X
https://doi.org/10.1088/0954-3899/43/3/030401
https://arxiv.org/abs/1507.05613
https://doi.org/10.1088/1742-6596/898/4/042029
https://doi.org/10.1088/1742-6596/898/4/042029
https://arxiv.org/abs/1702.05275
https://doi.org/10.1109/TNS.2006.881062
https://cds.cern.ch/record/630827
https://dd4hep.web.cern.ch/dd4hep/page/showcases/

	Introduction
	STCF detector and geometry management requirements
	Implementation 
	Geometry description package
	Repository structure and construction of geometries
	Design of geometry management system
	Outlook

	Performance of geometry management system 
	Detector optimization
	Software performance 

	Conclusion

